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ABSTRACT 

Artificial intelligence (AI) is powerful, complex, ubiquitous, often opaque, sometimes invisible, and 
increasingly consequential in our everyday lives. Navigating the effects of AI as well as utilizing it in a 
responsible way requires a level of awareness, understanding, and skill that is not provided by 
current digital literacy or information literacy regimes. Algorithmic literacy addresses these gaps. In 
arguing for a role for libraries in algorithmic literacy, the authors provide a working definition, a 
pressing need, a pedagogical strategy, and two specific contributions that are unique to libraries. 

INTRODUCTION 

Algorithms, in one form or another, are as old as human problem solving and as simple as “a 
sequence of computational steps that transform the input into the output.”1 For centuries they 
have been effective, and uncontroversial, methodologies. However, the rise of artificial intelligence 
(the integration of big data, enhanced computation, and advanced algorithms) with its human and 
greater-than-human performance in many areas has positioned algorithms as transformational 
and a “major human rights issue in the twenty-first century.”2  

Algorithmic literacy is important given of the prevalence of algorithmic decision-making in many 
aspects of everyday life and because “the danger is not so much in delegating cognitive tasks, but 
in distancing ourselves from—or in not knowing about—the nature and precise mechanisms of 
that delegation.”3 As a result, David Lankes warns of a new type of digital divide with “a class of 
people who can use algorithms and a class used by algorithms.”4 In a 2019 Deloitte survey “only 4 
percent reported they were confident explaining what AI is and how it works.”5 While a 2019 
Edelman survey indicated general awareness of AI, it also revealed a similar lack of knowledge 
about the details of AI.6 An informed, algorithmically literate public is better able to negotiate and 
employ the complexities of AI.7 

Identifying and acting upon algorithms as a literacy makes them as “fundamental as  reading, 
writing, and arithmetic.”8 However, the uncritical use of the term literacy should make one 
suspicious of extending it to algorithms. Increasingly “literacy” has come to mean merely a body of 
knowledge or a set of domain-specific skills.9 Various literacies have been described, such as 
health, death, financial, physical, ocean, religious, visual, dancing, spatial, screen, and porn. This 
includes a dozen different technology-related literacies.10 The case for algorithmic literacy, and 
the role for libraries in advancing it, must rest on a clear definition, a recognized problem and 
need, a pedagogical strategy, and a unique (or at least supportive) contribution libraries can 
provide. 
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ALGORITHMS AND LITERACY 

While the term “algorithmic literacy” is recent, it has antecedents that cover similar if not 
equivalent ground. The general terms computer literacy or digital literacy have spawned more 
specific terms such as cyber literacy, computational thinking, and algorithmic thinking.11 Most of 
these arise from the field of computer science, where algorithms are central, and focus on the 
computational nature of algorithms as a “matter of mathematical proof” where “other knowledge 
about algorithms—such as their applications, effects, and circulation—is strictly out of frame.”12 
The implications of algorithms in everyday life suggests that a deeper and broader interpretation 
is required. 

Whether a literacy, a mode of thinking, or merely a set of skills, discussions about computation 
and algorithms have been plagued by “ambiguity and vagueness” and “definitional confusion” 
resulting in ongoing challenges in establishing core pedagogy in both K–12 and higher 
education.13 Without a clear, acknowledged, and actionable definition that differentiates it from 
concepts such as digital literacy, computational thinking, and algorithmic thinking, algorithmic 
literacy will be relegated to a buzz phrase and the urgency of its recognition and application will 
be lost. The relationship between algorithms and artificial intelligence might recommend the 
adoption of “AI thinking” or “AI literacy” as the more appropriate term.14 However, algorithmic 
literacy is both more foundational than the broader concept of AI and more actionable than just 
thinking.  

Algorithms are not a technology like AI or, more generally, computers. Algorithms provide a 
structure that frames—and constrains—how we express ourselves. They are a way of seeing and 
acting in the world and “need to be understood as relational, contingent, [and] contextual.”15 
While the technical and operational aspects of algorithms are important to understand and use (as 
they are for the technologies and processes of reading and writing in a new language), they are 
complemented by a broader awareness:  

Literacy is not a set of generic skills or something we do or do not possess, it’s a 
sociocultural practice, it’s something that we do, and what we do with literacy depends on 
the social, cultural, and historical contexts in which we do it. Literacy looks different in 
different contexts and communities. Literacy is not neutral, it’s ideological. There are 
dominant and marginalized literacies.16 

This perspective is the essence of critical algorithm studies, where algorithms are viewed as 
sociotechnical systems that are “intrinsically cultural . . . constituted not only by rational 
procedures, but by institutions, people, intersecting contexts, and the rough-and-ready 
sensemaking that obtains in ordinary cultural life.”17 Algorithms as part of increasingly ubiquitous 
AI, such as machine learning and deep learning systems, reflect and promulgate certain ideologies 
and have impacts and influences in the full range of human society. Cautions about algorithmic 
decision-making have identified the far-reaching implications for bias, fairness, privacy, and 
democratic processes.18 At the same time, numerous national strategies to support AI 
development have highlighted the substantial economic impact, anticipated to be $15.7 trillion 
(US) by 2030.19 The idea of algorithmic literacy must encompass multiple perspectives and 
contexts. 
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“LITERACIES OF THE DIGITAL” 

Computer, internet, information, computation, and algorithmic are all “literacies of the digital.”20 
While each of these has its own domain and focus, they share common ideas and are generally 
symbiotic with each other. There is an especially strong and complementary connection between 
computational literacy and information literacy.21 

Computational thinking and algorithmic literacy are closely related even if most definitions of the 
former fail to fully acknowledge the broader social, economic, and political implications. However, 
the extensive literature on computational thinking is useful in helping to articulate aspects of 
algorithmic literacy. Wing’s foundational article about computational thinking describes the key 
characteristics in terms that closely resemble a literacy:  

1. conceptualizing, not programming  
2. fundamental, not a rote skill  
3. a way that humans, not computers, think  
4. complements and combines mathematical and engineering thinking  
5. ideas, not artifacts 
6. for everyone, everywhere.22 

Jacob and Warschauer make a strong case for computational thinking as a literacy. Their three-
part framework identifies 

computational thinking as a new literacy embedded in modern sociocultural practices 
(computational thinking as literacy), discusses how literacy development can be leveraged 
to foster computational thinking (computational thinking through literacy), and explores 
ways in which computational thinking can facilitate literacy development (literacy through 
computational thinking).23  

This analysis of computational thinking informs the larger context and broader implications of 
algorithmic literacy. 

DEFINING ALGORITHMIC LITERACY 

Scribner and Cole define a literacy as “socially organized practices [that] make use of a symbol 
system and a technology for producing and disseminating it.”24 Therefore, literacy = practices + 
symbol system + technology. To this definition, Steiner adds a more aspirational and humanistic 
definition: 

By “literacy” I mean the ability to engage with, to respond to, what is most challenging and 
creative in our societies. To experience and contribute to the energies of informed debate. 
To distinguish the “news that stays news,” as Ezra Pound put it, from the tidal waves of 
ephemeral rubbish, superstition, irrationalism, and commercial exploitation.25 

Literacy is about knowing and meaning making through the processes of internalizing and 
externalizing information. Literacy enables a reflective, critical, and integrative approach to 
information that utilizes a broad knowledge base for both understanding and communicating 
ideas. Finn calls for an algorithmic literacy “that builds from a basic understanding of 
computational systems, their potential and their limitations, to offer us intellectual tools for 
interpreting the algorithms shaping and producing knowledge” and thereby provides “a way to 
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contend with both the inherent complexity of computation and the ambiguity that ensues when 
that complexity intersects with human culture.”26 Referring more broadly to “AI literacy,” Long 
and Magerko provide an operational view defining it as “a set of competencies that enables 
individuals to critically evaluate AI technologies; communicate and collaborate effectively with AI; 
and use AI as a tool online, at home, and in the workplace.”27 

Following an exhaustive analysis of different, and often contradictory, definitions of literacy, 
information literacy, and digital literacy, Bawden suggests “explaining, rather than defining, 
terms.”28 This provisional description of algorithmic literacy acknowledges that advice.  

Algorithmic literacy is the skill, expertise, and awareness to 

• Understand and reason about algorithms and their processes 
• Recognize and interpret their use in systems (whether embedded or overt) 
• Create and apply algorithmic techniques and tools to problems in a variety of domains 
• Assess the influence and effect of algorithms in social, cultural, economic, and political 

contexts 
• Position the individual as a co-constituent in algorithmic decision-making. 

This description recognizes two overarching concepts: “creativity and critical analysis.”29 
Creativity involves building, creating, and using algorithms for specific purposes. Critical analysis 
involves recognizing the application of algorithms in decision-making and the implications of their 
use in a variety of settings and within certain contexts. 

WHY ALGORITHMIC LITERACY? 

The need for algorithmic literacy arises from two key and equally important perspectives, both of 
which essentially focus on power: control and empowerment. Algorithms, especially those using 
machine learning and deep learning, are complex, opaque, invisible, shielded by intellectual 
property protection, and most importantly, consequential in the everyday lives of people.30 
Control is held by those who build and deploy algorithms, not those who use them.  

In part because of these characteristics, people hold significant misconceptions about algorithms, 
their use, and their effect. In a 2019 global survey of consumers, 72% said they understood what 
AI was. However, despite AI being used in a wide variety of consumer-facing applications (e.g., 
email, search, social media), 64% said they had never used AI.31 A study of Facebook users found 
that 62% were unaware that the News Feed is algorithmically constructed and, even when told 
this, 12% concluded that it is, as a result, completely random.32  

Bias, discrimination, and unfairness in AI have been well documented.33 It is clear that poor data 
combined with underspecified algorithms and uncritical interpretations of the AI model outcomes 
can lead to abuses in a variety of ways. There is no quick fix, no automated solution to these 
problems. Accordingly, those creating algorithms and those using them must be able to question 
the source of training data, the strengths and weaknesses of learning algorithms, the metrics for 
success, and how (and for whom) the systems are being optimized. The overarching objectives are 
accountability and transparency.  

Perhaps most critically, the prevalence of algorithms in our lives has changed the way we interact 
with and use those systems, and the ways we behave in personal and social contexts. We conduct 
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ourselves to be “algorithmically recognizable” allowing us to become “increasingly legible to 
machines for capture and calculation.”34 The danger is that this will “lead users to internalize their 
[algorithm’s] norms and priorities.”35 

At the same time the power of algorithmic technology is abused and misused, it remains a 
powerful technology to enhance human capabilities and insight. Algorithms are attributable to 
dramatic advances in health care and science as well as more mundane (but appreciated) 
applications such as spam filters. Anti-science sentiments, typified by anti-vaxxers, should not be 
allowed to undermine the opportunities for algorithms that materially improve the human 
condition and the natural world.  

Those opportunities now extend beyond the well-funded, technology-rich research and corporate 
AI departments. Increasingly more consumer-friendly tools and applications allow a broader and 
more diverse population to create algorithmic solutions. The rise of MLaaS (machine learning as a 
service) brings together powerful cloud-based machine learning environments with accessible 
toolsets.36 

Algorithmic literacy is needed to acknowledge both the technology’s power (control) over people 
and power (empowerment) for people. Recognizing the need for protection and encouragement, 
many governments have enacted protective legislation and training initiatives. Emblematic of the 
former is the General Data Protection Regulation (GDPR) of the European Union with its “right to 
explanation” for algorithmic decisions.37 Exemplary of the latter is Finland’s initiative to educate a 
large portion of their population through “Elements of AI,” a free online course.38  

Despite these advances there remain power imbalances that require vigilance on the part of 21st 
century digital citizens. Understanding the power and politics of algorithms recognizes their 
ontological impact in “new ways of ordering the world.”39 Effects this profound suggest a deeper 
and more comprehensive understanding of algorithms is needed:  

Efforts to help people understand algorithms need to continue moving away from a focus 
on building awareness of algorithms—people increasingly know about “those things called 
algorithms”—and toward explaining algorithms in such a way that people have a more 
consistent conceptualization of what algorithms are, what algorithms do, and—what often 
is overlooked—what algorithms cannot do.40 

Algorithmic literacy, like all literacies, is not about mastery but levels of competence appropriate 
to age, circumstance, and need. Understood simply as recipes or visual decision trees, algorithms 
are accessible to even those with minimal digital literacy. Public institutions, and specifically 
libraries, can and must take a lead role in addressing the challenges of this “new world.” 

THE LIBRARY ROLE IN ALGORITHMIC LITERACY 

Libraries have traditionally played a central role in making emerging technologies accessible to 
their communities whether those be online systems, makerspaces, interactive media, virtual 
reality, or a host of others. Advancing digital access, digital literacy, and digital inclusion have long 
been the acknowledged by governments and public agencies as a role of the public library even if 
not appropriately funded to do so.41 Recently, libraries have begun addressing their role in 
relation to AI and algorithmic literacy. 
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The Urban Libraries Council (ULC) conducted an informal poll about AI and public libraries.42 Of 
the responding libraries (83 of its 150-member library systems), 45% identified AI as important 
to their leadership with 23% having a staff person dedicated to AI and 27% providing 
programming to help the public learn about AI. In response to a question of how best libraries 
could serve their community in this area, 79% said by framing and building awareness of AI, 68% 
recommended providing continuous education opportunities for the public, and 61% supported 
the provision of experiential programming. In 2019, the ULC formed a working group to advance 
the public library role in AI awareness, education, and experiences. 

In 2018 the Canadian Federation of Library Associations (CFLA) held a national forum in part 
focused on artificial intelligence.43 Participant discussions yielded three key priorities with respect 
to AI: training for library staff, educational materials of for the public, and advocacy initiatives 
regarding privacy, bias, and transparency. A fourth priority was the inclusion of AI literacy and 
awareness in MIS and MLIS curricula to facilitate a leadership role for the profession in this area. 

Algorithmic literacy programs have two general audiences: members of the community the library 
serves and the staff of the libraries themselves. For the community, these programs center on 
awareness and implications, skill development, and application and use.44 Through workshops, 
hands-on laboratories and makerspaces, consumer checklists, and a variety of informational tools, 
libraries can provide, or partner in providing, resources in an age- and context-appropriate 
setting. For library staff, an additional focus is required on advocacy with respect to regulatory 
issues, system development, and the evolution of the local and national information 
infrastructures. Library staff can lead, and participate in, advocacy programs that seek to influence 
government, public agencies, commercial system and service providers, and others about 
algorithmic literacy.  

It is a misconception to think of algorithms, and AI more generally, as arcane topics beyond the 
ability of library staff to understand and teach. While the technical details of AI are complex, this is 
not the level of understanding required of staff or needed by the library’s community. For 
example, AI programing at the Frisco Public Library introduced AI Maker Kits and ran Basic AI 
classes. The Toronto Public Library, through its Digital Innovation Hubs, has offered learning 
circles in basic AI (using the Finnish Elements of AI course as a foundation) and hosted 
presentations on various aspects of algorithms in everyday life. By abstracting algorithms to 
higher level concepts related directly to daily experience (using Facebook is illustrative of many 
key ideas regarding algorithmic literacy), staff can obtain a sufficient overview from a variety of 
accessible, introductory texts or videos. Perhaps most importantly, given the new and evolving 
nature of this technology, library staff should view themselves as co-learners.  

No matter the setting or context, an active learning approach is recommended with learners 
situated as makers as well as consumers.45 A review of the K–12 curricula regarding 
computational literacy identified active learning strategies based on projects, problem solving, 
cooperation, and games. The researchers recommend augmenting these with scaffolding 
strategies, storytelling, and aesthetic approaches.46 While intended for algorithmic literacy 
initiatives involving children, four design principles from Dasgupta and Mako are relevant for any 
demographic:  

  

https://friscolibrary.com/
https://www.torontopubliclibrary.ca/
https://www.elementsofai.com/
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1. make data analysis central and ensure the data is relevant to the learner, 
2. manage risk by using sandboxes for experimentation,  
3. respect community values about technology that may differ, and  
4. support authenticity with real-world examples and scenarios.47  

Long and Magerko document a set of 17 core competencies and 15 associated learning design 
considerations regarding AI literacy.48 Taken together these represent the basis for an algorithmic 
literacy program for any demographic and any context.  

Libraries are encouraged to seek partnerships and collaborations with schools (K–12 and higher 
education) as well as with non-profit advocacy and training groups.49 Examples among these 
include The Algorithmic Literacy Project (algorithmliteracy.org) and A.I. For Anyone 
(https://aiforanyone.org). Many technology companies also offer high quality programs and 
resources. However, a report from the Public Policy Forum notes that digital literacy campaigns 
are “too often funded by the very companies that are contributing to the problem.”50 

A key issue is the lack of assessment instruments. There are none for algorithmic literacy and few 
for computational thinking. The most prominent of the latter is skills based, focusing on concepts 
and operational practices and very little on the wider social and cultural implications.51 Library 
experience with information literacy assessment can inform algorithmic literacy assessment by 
helping to balance skills and operational concerns with a wider focus on concepts and contextual 
awareness. 

INFORMATION LITERACY AND EXPLAINABLE AI (XAI): UNIQUE LIBRARY CONTRIBUTIONS  

While libraries can make contributions to algorithmic literacy through a variety of programs, 
resources, and advocacy initiatives, two specific areas suggest opportunities for unique 
contributions: algorithmic literacy as a part of information literacy and algorithmic literacy in 
support of “explainable AI” (XAI).  

Algorithmic Literacy and Information Literacy 
Annemaree Lloyd describes the opacity and ubiquity of algorithms as “a wicked problem for 
librarians and archivists who have a vested interest in equitable access, informed citizenry and the 
maintenance of public memory” and insists that information literacy “provides resistance to the 
expansionist claims of algorithms, while at the same time ensuring that people harness the power 
of this culture to their advantage.”52 Information literacy programs championed by libraries have 
been instrumental in raising awareness and skill building among their user communities. Using 
information literacy programs as a scaffold, algorithmic literacy can be incorporated into these 
successful initiatives. However, given the current needs “machine learning and algorithms present 
frontstage in the information literacy constellation.”53 

Head et al., in their important 2020 study of algorithms and information literacy, present a view of 
student perspectives that is both troubling and optimistic.54 The students expressed “a tangle of 
resignation and indignation” about the effects of algorithms on their lives. For them, algorithms 
obscure more than they reveal, privacy is compromised, “trust is dead,” and skepticism is total. 
The authors conclude that we face an “epistemological crisis” where algorithms are “stripping 
individuals of the responsibility to interpret the facticity of the information these systems give us 
when that interpretation has been performed by the algorithms themselves.” However, students 
also employed “defensive practices” against algorithms, utilized “multiple selves” to preserve their 

https://algorithmliteracy.org/
https://aiforanyone.org/
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privacy, and were keen to learn how to “fight back” against surveillance and algorithmic decision-
making. This is a reminder that “while algorithms certainly do things to people, people also do 
things to algorithms.”55 People have “algorithmic capital” which they can use in “negotiation with 
algorithmic power.”56  

With these findings, it seems clear that status quo information literacy programs will not address 
the unique challenges presented by algorithms. Jason Clark, Scott Young, and Lisa Janicke 
Hinchliffe took up this challenge with a project funded by an IMLS grant.57 Calling “algorithmic 
awareness” a “new competency,” these researchers identified a gap in the ACRL Framework for 
Information Literacy that revealed “a lack of an understanding around the rules that govern our 
software and shape our digital experiences.”58 Those rules are the “invisible logic” of algorithms 
that need to be made transparent for users and library staff. Deliverables from this project include 
an integrated curriculum, syllabus, and software prototype that respond uniquely to the 
pedagogical challenges of algorithmic literacy.59 

In promoting ML (machine learning) literacy, Ryan Cordell also calls for a specific pedagogical 
approach that would “emphasize the situated-ness of ML training data and experiments, including 
the biases or oversights that influence the outcomes of academic, economic, and governmental ML 
processes.”60 Recommendations from this report provide guidelines for developing staff expertise, 
running pilot projects, and creating toolsets and checklists supportive of responsible machine 
learning. 

Algorithmic Literacy and Explainable AI (XAI) 
Perhaps a less obvious way for libraries to contribute to algorithmic literacy is through 
explainable AI (XAI).61 Difficulties in interrogating algorithms to assess bias, discrimination, and 
unfairness (as well as other deficiencies such as veracity and generalizability) have led to 
widespread interest in XAI. The purpose of XAI is to “enable human users to understand, 
appropriately trust, and effectively manage the emerging generation of artificially intelligent 
partners” and to deploy AI systems that have “the ability to explain their rationale, characterize 
their strengths and weaknesses, and convey an understanding of how they will behave in the 
future.”62 There is complementarity between the objectives of XAI and algorithmic literacy. Both 
seek transparency, promote understanding, and facilitate accountability. Both recognize the 
primacy of human agency in human-machine interaction. 

XAI is accomplished through a variety of techniques, strategies, and processes. These can involve 
unambiguous proofs, technical and statistical interventions for verification and validation, and 
authorizations that rely on standards, audits, and policy directives.63 Explanations are contextual. 
System designers, professionals, regulators, end users, and the general public need explanations 
specific to their objectives and tailored to their skills and knowledge.  

As algorithmic decision-making is increasingly embedded in the information tools, services, and 
resources provided by libraries and promoted to users, XAI and algorithmic literacy can operate in 
close association. Libraries can incorporate aspects of XAI into algorithmic literacy programming 
and the principles of algorithmic literacy (and more generally information literacy) can inform 
how XAI is sensitive and responsive to different explanatory needs. 

XAI is still an emergent field but it has had, and will continue to have, a profound impact on the 
development of machine learning systems. The opportunity for library involvement is immediate:  
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librarians need to become well versed in these technologies, and participate in their 
development, not simply dismiss them or hamper them. We must not only demonstrate 
flaws where they exist but be ready to offer up solutions. Solutions grounded in our values 
and in the communities we serve.64 

A repeated message from LIS researchers is that library-developed tools to interrogate AI systems 
are essential components in advancing algorithmic literacy.65 These tools can address the 
complexity and opacity of machine learning systems and provide levels of explainability and 
transparency in contextually appropriate ways. One such tool, either as a stand-alone system or 
embedded in an existing discovery system, might provide a user with access to the nature, and 
potential bias, of the training data, the general efficacy of the learning algorithm(s) used, and the 
generalizability of the trained model to different contexts. This XAI scorecard would integrate the 
objectives of XAI, algorithmic literacy, and information literacy. By leveraging and developing 
library staff skills and by partnering with AI research and industry groups “libraries can become 
ideal sites for cultivating responsible and responsive ML.”66 Padilla views this engagement as not 
just a technical initiative but a library-wide effort to promulgate “responsible operations” with AI, 
noting that library practices “that embed transparency and explainability increase the likelihood 
of organizational accountability.”67 

CONCLUSION 

Algorithms are “the new power brokers in society” and “we are growing increasingly dependent 
on computational spectacles to see the world.”68 Lash argues that this development has altered the 
rules by which society operates. Constitutive rules (e.g., rules that define the boundaries of 
society) and regulative rules (e.g., the rules define how we operate in society) are now joined by 
“algorithmic, generative rules.” These rules are “compressed and hidden and we do not encounter 
them in the way that we encounter constitutive and regulative rules. Yet this third type of 
generative rules is more and more pervasive in our social and cultural life of the post-hegemonic 
order.”69 

Algorithmic literacy is a means to understand this new set of rules and to encourage the skills and 
abilities so people can use algorithms and not be used by them. Libraries have typically 
championed accessible technology and its effective use. The ubiquity of algorithmic decision-
making and its profound impact on everyday lives makes the recognition and promotion of 
algorithmic literacy a critical new challenge and imperative for libraries of all types. 
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