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ABSTRACT 

The field of explainable artificial intelligence (XAI) advances techniques, processes, and strategies 
that provide explanations for the predictions, recommendations, and decisions of opaque and 
complex machine learning systems. Increasingly academic libraries are providing library users with 
systems, services, and collections created and delivered by machine learning. Academic libraries 
should adopt XAI as a tool set to verify and validate these resources, and advocate for public policy 
regarding XAI that serves libraries, the academy, and the public interest. 

INTRODUCTION 

Explainable artificial intelligence (XAI) is a subfield of artificial intelligence (AI) that provides 
explanations for the predictions, recommendations, and decisions of intelligent systems.1 Machine 
learning is rapidly becoming an integral part of academic libraries. XAI is a set of techniques, 
processes, and strategies that libraries should adopt and advocate for to ensure that machine 
learning appropriately serves librarianship, the academy, and the public interest. 

Knowingly or not, libraries acquire and provide access to systems, services, and collections 
infused and directed by machine learning methods, and library users are engaged in information 
behavior (e.g., seeking, using, managing) facilitated or augmented by machine learning. Machine 
learning in library and information science (LIS), as with many other fields, has become 
ubiquitous. However, this technology is often opaque and complex, yet consequential. There are 
significant concerns about bias, unfairness, and veracity.2 There are troubling questions about 
user agency and power imbalances.3 

While LIS has a long-standing interest in AI and intelligent information systems generally,4 it has 
only recently turned its attention to XAI and how it affects the field and how the field might 
influence it.5 XAI is a critical lens through which to view machine learning in libraries. It is also a 
set of techniques, processes, and strategies essential to influencing and shaping this still emerging 
technology:  

Research libraries have a unique and important opportunity to shape the development, 
deployment, and use of intelligent systems in a manner consistent with the values of 
scholarship and librarianship. The area of explainable artificial intelligence is only one 
component of this, but in many ways, it may be the most important.6 

Dismissing engagement with XAI because it is “highly technical and impenetrable to those outside 
that community” is neither acceptable nor increasingly possible.7 Artificial intelligence is the 
essential substrate of contemporary information systems and XAI is a tool set for critical 
assessment and accountability. The details matter and must be understood if libraries are to have 
a place at the table as XAI, and machine learning, evolves and further deepens its effect on LIS.  
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This paper provides an overview of XAI with key definitions, a historical context, and examples of 
XAI techniques, strategies, and processes that form the basis of the field. It considers areas where 
XAI and academic libraries intersect. The dual emphasis is on XAI as a toolset for libraries to adopt 
and XAI as an area for public policy advocacy. 

WHAT IS XAI? 

XAI is plagued by definitional problems.8 Some definitions are focused solely and narrowly on the 
technical concepts while others focus only on the broad social and political dimensions. Lacking “a 
theory of explainable AI, with a formal and universally agreed definition of what explanations 
are,”9 the fundamentals of this field are still being explored, often from different disciplinary 
perspectives.10 Critical algorithm studies position machine learning as socio-techno-informational 
systems.11 As such, a definition of XAI must encompass not just the techniques, as important and 
necessary as they are, but also the context within which XAI operates.  

The US Defense Advanced Research Projects Agency (DARPA) description of XAI captures the 
breadth and scope of the field. The purpose of XAI is for AI systems to have “the ability to explain 
their rationale, characterize their strengths and weaknesses, and convey an understanding of how 
they will behave in the future” 12 and to “enable human users to understand, appropriately trust, 
and effectively manage the emerging generation of artificially intelligent partners.”13 XAI is needed 
to: 

1. generate trust, transparency, and understanding; 
2. ensure compliance with regulations and legislation; 
3. mitigate risk; 
4. generate accountable, reliable, and sound models for justification;  
5. minimize or mitigate bias, unfairness, and misinterpretation in model performance and 

interpretation; and  
6. validate models and validate explanations generated by XAI.14 

XAI consists of testable and unambiguous proofs, various verification and validation methods that 
assess influence and veracity, and authorizations that define requirements or mandate auditing 
within a public policy framework. 

XAI is not a new consideration. Explainability has been a preoccupation of computer science since 
the early days of expert systems in the late twentieth century.15 However, the 2018 introduction of 
the General Data Protection Regulation (GDPR) by the European Union (EU) shifted explainability 
from a purely technical issue to one with an additional and urgent focus on public policy.16 While 
the presence of a “right to explanation” in the GDPR is highly contested, 17 industry groups and 
jurisdictions beyond the EU recognized its evitability spurring an explosion in XAI research and 
development.18 

TYPES OF XAI 

Taxonomies of XAI types are classified based on their scope and mechanism.19 Local explanations 
interpret the decisions of a machine learning model used in a specific instance (i.e., involving data 
and context relevant to the circumstance). Global explanations interpret the model more generally 
(i.e., involving all the training data and relevant contexts). In black-box or model-agnostic 
explanations, only the input and the output of the machine learning model are required while 



INFORMATION TECHNOLOGY AND LIBRARIES  JUNE 2022 

EXPLAINABLE ARTIFICIAL INTELLIGENCE (XAI) | RIDLEY 3 

white-box or model-specific explanations require more detailed information regarding the 
processing or design of the model.  

Another way to categorize XAI is as proofs, validations, and authorizations. Proofs are testable, 
traceable, and unambiguous explanations demonstrable through causal links, logic statements, or 
transparent processes. Typically, proofs are only available for AI systems that use “inherently 
interpretable” techniques such as rules, decisions trees, or linear regressions.20 

Validations are explanations that confirm the veracity of the AI system. These verifications occur 
through testing procedures, reproducibility, approximations and abstractions, and justifications.  

Authorizations are explanations because of processes in which third parties provide some form of 
standard, ratification, prohibition, or audit. Authorizations might pertain to the AI model, its 
operation in specific instances, or even the process by which the AI was created. They can be 
provided by professional groups, nongovernmental organizations, governments and government 
agencies, and third parties in the public and private sector. 

Academic libraries can adopt proofs and validations as means to interrogate information systems 
and resources. This includes collections which are increasingly machine learning systems 
themselves or developed with machine learning methods. The recognition of “collections as data” 
is an important shift in this direction.21 Where appropriate, proofs and validations should 
accompany content and systems derived from machine learning. Libraries must also engage with 
XAI as authorizations to assess the public policy implications that exist, are emergent, or are 
necessary. Library advocacy is currently lacking in this area. The requirement for policy and 
governance frameworks is a reminder that machine learning is “far from being purely mechanistic, 
it is deeply, inescapably human”22 and that while complex and opaque “the ‘black box’ is full of 
people.”23 

PREREQUISITES TO AN XAI STRATEGY 

Three questions are important for any XAI strategy:  

• What constitutes a good explanation? 
• Who is the explanation for? 
• How will the explanation be provided? 

Explanations are context specific. The “goodness” of an explanation is dependent on the needs and 
objectives of the explainee (a user) and the explainer (an XAI). Following research from the fields 
of psychology and cognitive science, Keil suggests five reasons for why someone wants an 
explanation: (1) to predict similar events in the future, (2) to diagnose, (3) to assess blame or guilt, 
(4) to justify or rationalize an action, and (5) for aesthetic pleasure.24  

For most people, explanations need not be complete or even fully accurate.25 As a result, who the 
explanation is for is critical to a good explanation. Different audiences have different priorities. 
System developers are primarily interested in performance explanations while clients focus on 
effectiveness or efficacy, professionals are concerned about veracity, and regulators are interested 
in policy implications. Nonexpert, lay users of a system want explanations that build trust and 
provide accountability. 
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A good explanation is also affected by its presentation. There are temporal and format 
considerations. Explanations can be provided or available in real time and continuously as the 
process occurs (hence partial explanations) or post hoc and in summary form. Interactive 
explanations are widely preferred but are not always appropriate or actionable.26 Studies have 
compared textual, visual, and multimodal formats with differing results. Familiar textual 
responses or simple visual explanations such as Venn diagrams are often most effective for 
nonexpert users.27 

Drawing from philosophy, psychology, and cognitive science, Miller recommends four approaches 
for XAI.28 Explanations are contrastive. When people want to know the “why” of something, 
“people do not ask why event P happened, but rather why event P happened instead of some event 
Q.” Explanations are selected. “Humans are adept at selecting one or two causes from a sometimes 
infinite number of causes to be the explanation.” Explanations are social. “They are a transfer of 
knowledge, presented as part of a conversation or interaction, and are thus presented relative to 
the explainer’s beliefs about the explainee’s beliefs.” Finally, Miller cautions against using 
probabilities and statistical relationships and encourages references to causes.  

Burrell identifies three key barriers to explainability: concealment, the limited technical 
understanding of the user, and an incompatibility between the user (human) and algorithmic 
reasoning.29 While concealment is deliberate, it may or may not be justified. Protecting IP and 
trade secrets is acceptable while obscuring processes to purposively deceive users is not. 
Regulations are a tool to moderate the former and minimize the latter.  

The technical limitations of users and the incompatibility between users and algorithms suggest 
two remedies. First is enhancing algorithmic literacy. Algorithmic literacy is a “a set of 
competencies that enables individuals to critically evaluate AI technologies; communicate and 
collaborate effectively with AI; and use AI as a tool online, at home, and in the workplace.”30 
Libraries have a key role in advancing algorithmic literacy in their communities.31 Just as libraries 
championed information literacy through the promulgation of standards and principles, the 
provision of diverse educational programming, and the engagement of the broad academic 
community, so too can libraries be central to efforts to enhance algorithmic literacy. Second is a 
requirement that XAI must be sensitive to the abilities and needs of different users. A survey of the 
key challenges and research direction of XAI identified 39 issues, including the need to understand 
and enhance the user experience, match XAI to user expertise, and explain the competencies of AI 
systems to users.32 This is the essence of human-centered explainable AI (HCXAI). Among HCXAI 
principles are the importance of context (regarding user objectives, decision consequences, 
timing, modality, and intended audience), the value of using hybrid explanation methods that 
complement and extend each other, and the power of contrastive examples and approaches.33 

PROOFS AND VALIDATIONS 

XAI that provide proofs or validations can be adopted by libraries to assess and evaluate machine 
learning utilized in systems, services, and collections. Since proofs pertain to already interpretable 
systems, the four examples provided focus on validations: feature audit, approximation and 
abstraction, reproducibility, and XAI by AI. 

These techniques may require access to, or information about, the machine learning model. This 
would include such characteristics as the algorithms used, settings of the parameters and 
hyperparameters, optimization choices, and the training data. While all these may not be normally 



INFORMATION TECHNOLOGY AND LIBRARIES  JUNE 2022 

EXPLAINABLE ARTIFICIAL INTELLIGENCE (XAI) | RIDLEY 5 

available, designers of machine learning systems in consequential settings should expect to 
provide, indeed be required to provide, such access. Similarly, vendors of library content or 
systems utilizing machine learning should make explanatory proofs and validations available for 
library inspection.  

Feature Audit 
Feature audit is an explanatory strategy that attempts to reveal the key features (e.g., 
characteristics of the data or settings of the hyperparameters used to the differentiate data) that 
have a primary role in the prediction of the algorithm. By isolating these features, it is possible to 
explain the key components of the decision. Feature audit is a standard technique of linear 
regression, but it is made more difficult in machine learning because of the complexity of the 
information space (e.g., billions of parameters and high dimensionality). There are various feature 
audit techniques34 but all of them are “decompositional” in that they attempt to reduce the work of 
the algorithm to its component parts and then use those results as an explanation.35 Feature audit 
can highlight bias or inaccuracy by revealing incongruence between the data and the prediction. 
More advanced feature audit techniques (e.g., gradient feature auditing) recognize that features 
can indirectly influence other features and that these features are not easily detectable as 
separate, influential elements.36 This interaction among features challenges the strict 
decompositional approach to feature audit and will likely lead to an increased focus on the 
relational analysis among and between elements.  

Approximation and Abstraction 
Approximation and abstraction are techniques that create a more simplified model to explain the 
more complex model.37 People seek and accept explanations that “satisfice”38 and are coherent 
with existing beliefs.39 This recognizes that “an explanation has greater power than an alternative 
if it makes what is being explained less surprising.”40 

Approaches such as “model distillation”41 or the “model agnostic” feature reduction of the Local 
Interpretable Model-Agnostic Explanations (LIME) tool create a simplified presentation of the 
algorithmic model.42 This approximation or abstraction may compromise accuracy, but it provides 
an accessible representation that enhances understandability.  

A different type of approximation or abstraction is a narrative of the machine learning processes 
utilized that provides sufficient documentation for a reader to act as an explanation of the 
outcomes. An exemplary case of this is Lithium-Ion Batteries: A Machine-Generated Summary of 
Current Research published by Springer Nature and written by Beta Writer, an AI or more 
accurately a suite of algorithms.43 A collaboration of machine learning and human editors, the full 
production cycle of the book is documented in the introduction.44 In lieu of being able to 
interrogate the system directly, this detailed account provides an explanation of the system 
allowing readers to assess the strengths, limitations, and confidence levels of the algorithmic 
processes and offers a model of what might be necessary for future AI generated texts.45 Libraries 
can utilize this documentation in acquisition or licensing decisions and subsequently make it 
available as user guides when resources are added to the collection. 

Reproducibility 

Replication is a verification strategy fundamental to science. Being able to independently 
reproduce results in different settings provides evidence of veracity and supports user trust. 
However, documented problems in reproducing machine learning studies have questioned the 
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generalizability of these approaches and undermined their explanatory capacity. For example, an 
analysis of text mining studies using machine learning for citation screening in the preparation of 
systemic reviews revealed a lack of key elements to enable replicability (e.g., access to research 
datasets, software environments used, randomization control, and lack of detail on new methods 
proposed or employed).46 In response, a “Reproducibility Challenge” was created by the 
International Conference on Learning Representations (ICLR) to validate 2018 conference 
submissions and has continued in subsequent meetings.47 More rigorous replication through the 
availability of all necessary components and the development of standards will be important to 
this type of verification.48 

XAI by AI 
The inherent complexity and opacity of unsupervised learning or reinforcement learning suggests, 
as XAI researcher Trevor Darrell puts it, “the solution to explainable AI is more AI.”49 In this 
approach to explanation, oversight AI are positioned as intermediaries between an AI and its 
users: 

Workers have supervisors; businesses have accountants; schoolteachers have principals. 
We suggest that the time has come to develop AI oversight systems (“AI Guardians”) that 
will seek to ensure that the various smart machines will not stray from the guidelines their 
programmers have provided.50 

While the prospect of AI guardians may be dystopic, oversight systems performing roles that 
validate, interrogate, and report are common in code checking tools. Generative adversarial 
networks (GANs) have been used to create counterfactual explanations of another machine 
learning model to enhance explainability.51 With strategic organizational and staffing changes to 
enhance capabilities, libraries can design and deploy such oversight or adversarial tools with 
objectives appropriate to the requirements and norms of libraries and the academy. 

AUTHORIZATION 

XAI that results from authorizations is an area where public policy engagement is needed to 
ensure XAI, and machine learning, are appropriately serving libraries, the academy, and the public 
at large. Three examples are provided: codes and standards, regulation, and audit. 

Codes and Standards 
One approach to explanation, supported by the AI industry and professional organizations, are 
voluntary codes or standards that encourage explanatory capabilities. These nonbinding 
principles are a type of self-regulation and are widely promoted as a means of assurance.52 

The Association for Computing Machinery’s statement on algorithms highlights seven principles 
as guides to system design and use: awareness, access and redress, accountability, explanation, 
data provenance, auditability, validation, and testing. However, the language used is tentative and 
conditional. Designers are “encouraged” to provide explanations and to “encourage” a means for 
interrogation and auditing “where harm is suspected” (i.e., a post hoc process). Despite this, the 
statement concludes with a strong position on accountability if not explainability: “Institutions 
should be held responsible for decisions made by the algorithms that they use, even if it is not 
feasible to explain in detail how the algorithms produce their results.”53 
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Unfortunately, the optimism for self-regulation in explainability is undercut by the poor 
experience with voluntary mechanisms regarding privacy protection.54 In addition, library 
associations, library system vendors, and scholarly publishers have been slow to endorse any 
codes or standards regarding explainability. 

Regulation 
The most common recommendation for AI oversight and authorization to ensure explainability is 
the creation of a regulatory agency. Specific suggestions include a “neutral data arbiter” with 
investigative powers like the US Federal Trade Commission,55 a Food and Drug Administration 
“for algorithms,”56 a standing “Commission on Artificial Intelligence,”57 quasi-governmental 
agencies such as the Council of Europe,58 and a hybrid agency model combining certification and 
liability.59 Such agencies would have legislated or delegated powers to investigate, certify, license, 
and arbitrate on matters relating to AI and algorithms, including their design, use, and effects. 
There are few calls for an international regulatory agency despite digitally porous national 
boundaries and the global reach of machine learning.60 

That almost no such agencies have been created reveals the strength and influence of the large 
corporations responsible for developing and deploying most machine learning tools and 
systems.61 Reports comparing regulatory approaches to AI among the European Union, the United 
Kingdom, the United States, and Canada indicate significantly different approaches but with most 
proceeding with a “light touch” to avoid competitive disadvantages in a multitrillion dollar global 
marketplace.62 

The introduction of the draft EU Artificial Intelligence Act marks the first major jurisdiction to 
propose specific AI legislation.63 While the act is fulsome about high-risk AI, it is silent on any 
notion of “explainable” AI, preferring to focus on the less specific idea of “trustworthy artificial 
intelligence.” With this the EU appears to retreat from the idea of explainability in the GDPR. 

An exception to this inertia or backtracking is the development and use of algorithmic impact 
assessments in both governments and industry. These instruments help prospective users of an 
algorithmic decision-making system determine levels of explanatory requirements and standards 
to meet those requirements.64 Canada has been a leader in this area with a protocol covering use 
of these systems in the federal government.65 

Some identify due process as a possible, if limited, remedy for explainability.66 However, a 
landmark US case suggests otherwise. In State v. Loomis, regarding the use of COMPAS, an 
algorithmic sentencing system, the court ruled on the role of explanation in due process:67 

The Wisconsin Supreme Court held that a trial court’s use of an algorithmic risk assessment 
in sentencing did not violate the defendant’s due process rights even though the 
methodology used to produce the assessment was disclosed neither to the court nor to the 
defendant.68 

The petition of the Loomis case to the US Supreme Court was denied, so a higher court ruling on 
this issue is unavailable.69  

Advocacy for regulations regarding explainability should be a central concern for libraries. 
Without strong regulatory oversight requiring disclosure and accountability, machine learning 
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systems will remain black boxes and presence of these consequential systems in the lives of users 
will be obscured. 

Audit 

A commonly recommended approach to AI oversight and explanation is third-party auditing.70 
The use of audit and principles of auditing are widely accepted in a variety of areas.71 In a library 
context, auditing of AI can be thought of as a reviewing process to achieve transparency or to 
determine product compliance. Auditing is typically done after system implementation, but it can 
be accomplished at any stage. It is possible to audit design specifications, completed code, 
cognitive models, or periodic audits of specific decisions.72 The keys to successful audit oversight 
are clear audit goals and objectives (e.g., what is being audited and for what purpose), 
acknowledged expertise of the auditors, authority of the auditors to recommend, and 
authorization of the auditors to investigate. Any such auditing responsibility for XAI would require 
the trust of stakeholders such as AI designers, government regulators, industry representatives as 
well as users themselves. 

Critics of the audit approach have focused on lack of auditor expertise, algorithmic complexity, 
and the need for approaches that assess the algorithmic system prior to its release.73 While most 
audit recommendations assume a public agency in this role, an innovative suggestion is a 
crowdsourced audit (a form of audit study that involves the recruitment of testers to anonymously 
assess an algorithmic system; an XAI form of the “secret shopper”).74 This approach resembles 
techniques used by consumer advocates and might indicate the rise of public activists into the XAI 
arena. 

The complexity of algorithms suggests that a precondition for an audit is “auditability.”75 This 
would require that AI be designed in such a way that an audit is possible (i.e., inspectable in some 
manner) while, presumably, not impairing its predictive performance. Sandvig et al. propose 
regulatory changes because “rather than regulating for transparency or misbehavior, we find this 
situation argues for ‘regulation toward auditability’.”76 

Auditing is not without its difficulties. There are no industry standards for algorithmic auditing.77 
A high-profile development was the recent launch of ORCAA (orcaarisk.com), an algorithmic 
auditing company started by Cathy O’Neil, a data scientist who has written extensively about the 
perils of uncontrolled algorithms.78 However, the legitimacy of third-party auditing has been 
criticized as lacking public transparency and the capacity to demand change.79 

While libraries may not be able to create their own auditing capacity, whether collectively or 
individually, they are encouraged to engage with the emerging algorithmic auditing community to 
shape auditing practices appropriate for scholarly communication. 

XAI AS DISCOVERY 

While XAI is primarily a means to validate and authorize machine learning systems, another use of 
XAI is gaining attention. Since XAI can find new information latent in large and complex datasets, 
discovery is promoted as “one of the most important achievements of the entire algorithmic 
explainability project.”80 Alkhateeb asks “can scientific discovery really be automated” while 
invoking the earlier work of Swanson which mined the medical literature for new knowledge by 
connecting seemingly unrelated articles through search.81 An emerging reason for libraries to 
adopt XAI may be as a powerful discovery tool.  

https://orcaarisk.com/
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CONCLUSION 

Our lives have become “algorithmically mediated”82 where we are “dependent on computational 
spectacles to see the world.”83 Academic libraries are now sites where systems, services, and 
collections are increasingly shaped and provided by machine learning. The predictions, 
recommendations, and decisions of machine learning systems are powerful as well as 
consequential. However, “the danger is not so much in delegating cognitive tasks, but in distancing 
ourselves from—or in not knowing about—the nature and precise mechanisms of that 
delegation.”84 Taddeo notes that “delegation without supervision characterises the presence of 
trust.”85 XAI is an essential tool to build that trust. 

Geoffrey Hinton, a central figure in the development of machine learning,86 argues that requiring 
an explanation from an AI system would be “a complete disaster” and that trust and acceptance 
should be based on the system’s performance, not its explainability.87 This is consistent with the 
view of many that “if algorithms that cannot be easily explained consistently make better 
decisions in certain areas, then policymakers should not require an explanation.”88 Both these 
views are at odds with the tenants of critical thought and assessment, and both challenge norms of 
algorithmic accountability. 

XAI is a dual opportunity for libraries. On one hand, it is a set of techniques, processes, and 
strategies that enable the interrogation of the algorithmically driven resources that libraries 
provide to their users. On the other hand, it is a public policy arena where advocacy is necessary to 
promote and uphold the values of librarianship, the academy, and the public interest in the face of 
powerful new technologies. Many disciplines have engaged with XAI as machine learning has 
impacted their fields.89 XAI has been called a “disruptive force” in LIS,90 warranting the growing 
interest in how XAI affects the field and how the field might influence it. 
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