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ABSTRACT 

Artificial intelligence (AI) has the potential to positively impact library and archives collections and 
services—enhancing reference, instruction, metadata creation, recommendations, and more. 
However, AI also has ethical implications. This paper presents an extensive literature and review 
analysis that examines AI projects implemented in library and archives settings, asking the following 
research questions: RQ1: How is artificial intelligence being used in libraries and archives practice? 
RQ2: What ethical concerns are being identified and addressed during AI implementation in libraries 
and archives? The results of this literature review show that AI implementation is growing in 
libraries and archives and that practitioners are using AI for increasingly varied purposes. We found 
that AI implementation was most common in large, academic libraries. Materials used in AI projects 
usually involved digitized and born digital text and images, though materials also ranged to include 
web archives, electronic theses and dissertations (ETDs), and maps. AI was most often used for 
metadata extraction and reference and research services. Just over half of the papers included in the 
literature review mentioned ethics or values related issues in their discussions of AI implementation 
in libraries and archives, and only one-third of all resources discussed ethical issues beyond technical 
issues of accuracy and human-in-the-loop. Case studies relating to AI in libraries and archives are on 
the rise, and we expect subsequent discussions of relevant ethics and values to follow suit, 
particularly growing in the areas of cost considerations, transparency, reliability, policy and 
guidelines, bias, social justice, user communities, privacy, consent, accessibility, and access. As AI 
comes into more common usage, it will benefit the library and archives professions to not only 
consider ethics when implementing local projects, but to publicly discuss these ethical considerations 
in shared documentation and publications. 
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INTRODUCTION 

Artificial intelligence (AI) has the potential to positively impact library and archives collections 
and services. Library and archives practitioners have implemented artificial intelligence tools to 
enhance reference, instruction, metadata creation, recommendations, and more. However, AI also 
has ethical implications; it may perpetuate harms through systematic bias, privacy violations, 
inaccuracy, misinformation, and lack of transparency, among other harms. This paper presents an 
extensive literature review and analysis that examines AI projects implemented in library and 
archives settings. We discuss how practitioners are currently using AI tools, noting the ethical 
concerns raised during implementation of those tools. We also suggest implications of this 
research for responsible AI practice. 

METHODS 

In this paper, we ask the following research questions: 

• RQ1: How is artificial intelligence being used in libraries and archives practice?  
• RQ2: What ethical concerns are being identified and addressed during AI implementation 

in libraries and archives?  

To answer these questions, we conducted a literature search and then tagged the literature using 
qualitative coding methods, following Krippendorf and Charmaz.1  In following Charmaz, we 
applied the tools of constructivist grounded theory to analyze our research data. Charmaz detailed 
the process of constructing a theory for the subject of study—the theory is grounded in the data 
and developed from the point of view of the researcher. For our study, our research team 
constructed a theory of responsible AI in libraries and archives, grounded in our research data of 
recently-published literature. In following this research approach, we recognize that we 
inherently imbue our unique perspectives in the data analysis, notably including the thematic 
coding of the literature. Our analysis and results represent a view of the data from our eyes. For 
transparency and to support data reuse, our research data are published in Qualitative Data 
Repository.2 

Searching the Literature 
At the time of writing, published resources about AI in libraries continue to proliferate. Journals, 
conferences, and white papers continue to center the concerns and impact of AI on library 
services, professional practice, and library users. A literature review is a snapshot in time, and the 
published works reviewed here provide a sense of trends in the library profession concerning 
implementation, adoption, modification, and development of AI in libraries. The authors searched 
available resources in the fall of 2022 and again in the summer of 2023. Using a selection of AI-
related terms for keyword searching, the team evaluated several library and information science–
related databases for relevant journal articles, books, and published conference proceedings to 
begin generating a collection of resources. The following aggregators were consulted in the 
construction of the literature review (listed alphabetically): 

• Academic Search Complete 
• Code4Lib Journal and conference 
• College & Research Library News 
• DH Quarterly 
• DH+Lib 
• ERIC 
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• IEEE Big Data – Computational Archival Science 
• IMLS-funded grant proposals 
• Library and Information Science Abstracts (LISA) 
• Library, Information Science and Technology Abstracts (LISTA) 
• Web of Science 

The authors filtered database results using the AI-related search terms below, using the Boolean 
search strategy of including “AND librar*” or “AND archiv*” to produce a corpus that was relevant 
to the field. Keywords for searches were consistent across databases. Search terms, which 
included the quotation marks, are listed alphabetically, below. 

• AI 
• algorithm 
• “artificial intelligence” 
• automation 
• chatbot 
• “computer vision” 
• “deep learning” 
• “image recognition” 
• “machine learning” 
• “neural networks” 
• “text mining” 

Search results were collected and stored in a shared Zotero library accessible to the authors. A 
CSV export of the Zotero library is included in the associated dataset in Qualitative Data 
Repository.3 

Inclusion Criteria 
We scoped our review to case studies that describe a specific AI-related project in libraries or 
archives. We also required that the literature have at least one library or archives practitioner in 
the author group to clearly identify projects that were implemented in libraries and archives, 
rather than theoretical projects. Consequently, we excluded pilot-style projects by iSchool faculty 
or other information science researchers if the project did not include a practitioner. For the 
purpose of our paper, we define practitioner as anyone who is professionally employed in a library 
or archive—this could include librarians, archivists, library IT staff, clerical staff, administrators, 
or any other library or archives workers. We scoped our search to projects conducted in the 
United States and Canada. 

We know that library and archives practitioners commonly share their work at conferences. 
However, we found that conference presentation abstracts did not provide enough detail to be 
useful in answering RQ2 (“What ethical concerns are being identified and addressed during AI 
implementation in libraries and archives?”). We therefore only included conference presentations 
that were in the form of an extended abstract, full presentation slides, or a conference paper. To 
scope the literature review to the most pertinent and timely resources, we limited our search to 
case studies published from January 1, 2017, until our initial literature search in fall 2022. As we 
searched farther into the past, we found smaller and less relevant search results. Table 1 shows 
the number of case studies by year, which decreased with less recent article publication dates. To 
account for the rapidly changing environment and discussion around AI, another literature search 
was conducted in the summer of 2023 to include resources that were published in the latter part 
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of 2022 and early 2023. In sum, our literature review spans the period from 2017 through July 
2023. The table below shows the distribution of case studies per year. 

Table 1. Number of case studies per year 

Year Number of occurrences 

January to July 2023 7 

2022 24 

2021 15 

2020 13 

2019 13 

2018 10 

2017 7 

 

Figure 1. Number of case studies per year. 

 

Coding the Literature 
After reviewing against our inclusion criteria, we identified 89 publications, white papers, and 
presentations related to AI implementation in libraries and archives. We then used inductive and 
deductive coding approaches to classify the literature. 

Using the tagging function in Zotero, we coded each research output with the following deductive 
codes: 

1. Demographic information: region (using Census Bureau regions and Canada as a single 
region), type of institution, and size of institution (based on Carnegie classifications)4 
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2. Types of collaborators, if applicable: computer science collaborators, statistics 
collaborators, iSchool collaborators, private sector collaborators 

3. Types of materials used, if applicable: AV, text, images, either born-digital or digitized 

These categories were decided upon through discussion among the author group and through 
discussion with the Responsible AI advisory board—Dorothy Berry, Stephanie Russo Carroll, 
Maria Matienzo, Thomas Padilla, and Bohyun Kim. 

We also free-coded each research output with inductive codes for the following categories: 
1. Types of AI used 
2. Ethical considerations discussed 

These inductive codes were later standardized, as described below in the Code Standardization 
section. 

Four authors (Mannheimer, Bond, Young, and Kettler) reviewed and tagged a section of the 
articles in our Zotero library, with each article tagged by a single coder. First, the coder reviewed 
each article to determine relevance and made note of any articles that did not meet the inclusion 
criteria (a case study, with at least one practitioner author, based in the United States or Canada). 
If coders had questions about whether an article should be included, they tagged the article with 
“needs review”; Mannheimer then reviewed these articles and made final inclusion decisions. If 
multiple articles discussed the same project, we reviewed all the articles but ultimately grouped 
all of the codes into a single article.  

To tag region, we used broad-level Census Bureau regions, (listed in division order, as designated 
by the Census Bureau):5 

• New England (Connecticut, Maine, Massachusetts, New Hampshire, Rhode Island, and 
Vermont) 

• Mid-Atlantic (New Jersey, New York, and Pennsylvania) 
• East North Central (Illinois, Indiana, Michigan, Ohio, and Wisconsin) 
• West North Central (Iowa, Kansas, Minnesota, Missouri, Nebraska, North Dakota, and South 

Dakota) 
• South Atlantic (Delaware, Florida, Georgia, Maryland, North Carolina, South Carolina, 

Virginia, Washington, DC, and West Virginia) 
• East South Central (Alabama, Kentucky, Mississippi, and Tennessee) 
• West South Central (Arkansas, Louisiana, Oklahoma, and Texas) 
• Mountain (Arizona, Colorado, Idaho, Montana, Nevada, New Mexico, Utah, and Wyoming) 
• Pacific (Alaska, California, Hawaii, Oregon, and Washington) 

We also coded for institution type with code categories listed alphabetically. (We included Tribal 
Colleges, HBCUs, and community colleges in the code options, but we did not find articles written 
by practitioners from these institutions.) 

• Academic archive 
• Academic data repository 
• Academic library 
• Community college library 
• Government library 
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• HBCU library 
• Library consultancy 
• Library research organization 
• Medical library 
• Museum 
• Public library 
• Special library 
• Tribal College library 

If the case study included practitioner authors collaborating with other types of researchers, we 
noted that with a code. Collaborator codes are as follows (listed alphabetically): 

• Computer science collaborators 
• iSchool collaborators 
• Private sector collaborators 
• Statistics collaborators 

If the case study was written by academic librarians or archivists, we included the academic 
institution size (based on Carnegie classifications).6 Note that we included “small” as a code 
option, but none of the articles we found were from small academic institutions. 

• Large: 10,000 or more students 
• Medium: Between 3,000 and 10,000 students 
• Small: 3,000 or fewer students 

If the case study used AI with library and archives materials, we tagged with the type of material 
(listed alphabetically): 

• AV—born digital 
• AV—digitized 
• ETDs 
• Images—born digital 
• Images—digitized 
• Maps 
• Sensor data 
• Text—born digital 
• Text—digitized 
• Web archives 

We free-coded with inductive codes for the type of AI being discussed. Some examples, listed 
alphabetically: 

• Chat reference 
• Image recognition 
• Recommender systems 
• Text analysis 
• Topic modeling 
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Lastly, we free-coded with inductive codes for ethical issues discussed in the case studies. Some 
examples, listed alphabetically: 

• Accuracy 
• Bias 
• Labor practices 
• Privacy 
• Social justice 

Code Standardization 

After the inductive coding process was complete, we standardized the codes in the ethics and AI 
tools categories.7 Authors Mannheimer, Bond, and Young reviewed the ethics and values-related 
codes and categorized them by suggesting broader categories of codes that could encompass more 
granular codes. We then met to agree upon and standardize these categories. Ultimately, we 
arrived at 13 ethics and values-related codes (listed in order of frequency): 

1. Accuracy 
2. Human-in-the-loop 
3. Bias 
4. Social justice  
5. Transparency 
6. Privacy 
7. Policy and guidelines 
8. User communities 
9. Cost considerations 
10. Reliability 
11. Accessibility 
12. Access 
13. Consent 

Authors Mannheimer and Slipher reviewed and standardized the AI-related codes. The final set of 
codes for AI tools had a wider variety of themes, with a total of 51 codes. From that set of 51 total 
codes, the top 20 most-used codes are listed below. The full set of codes is listed in Table 8 and 
Figure 8. 

1. Metadata extraction 
2. Natural language processing (NLP) 
3. Image recognition 
4. Text mining  
5. Machine learning  
6. Classification  
7. Computer automation 
8. Search and discovery 
9. Optical character recognition (OCR) 
10. Topic modeling  
11. Recommendation systems  
12. Proprietary tools  
13. Neural networks  
14. Evaluation and assessment  
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15. Virtual assistants – chat 
16. Machine learning – supervised 
17. Chat reference 
18. Object detection  
19. Metadata  
20. Crowdsourcing 

RESULTS AND DISCUSSION 

Our final literature corpus consisted of 89 case studies describing AI implementation in libraries 
and archives in the United States and Canada. 

Again, the research questions guiding this literature review were: 

• RQ1: How is artificial intelligence being implemented in libraries and archives practice? 

• RQ2: What ethical concerns are being identified and addressed during AI implementation 
in libraries and archives? 

We answered RQ1 by first examining who is implementing AI in library and archives: institution 
region, type, and size. This demographic information helped us understand what types of libraries 
and archives are implementing AI. We then examined how AI is being implemented by 
documenting the types of AI being used. We answered RQ2 by documenting ethical issues that 
were discussed in the literature and by measuring the proportion of literature that discussed 
ethics at all. Authors Marcus and Slipher of Montana State University Statistical Resources helped 
with data wrangling and created the figures in this section. 

Demographic Information: Institution Type, Academic Institution Size, and Institution Region 

The overwhelming majority of institutions represented in the reviewed case studies were 
academic libraries, most of which fell under the “large” category (FTE enrollment of more than 
10,000 students).8 Other kinds of institutions at which implementation of AI was discussed 
included government libraries, special libraries, museums, public libraries, academic archives, 
library consultancies, academic data repositories, medical libraries, and library research 
organizations, though several of these institutional categories are, generally, part of or associated 
with academic libraries. See 2ables 2 and 3 and figures 2 and 3. 

Table 2. Institution type 

Institution type Number of occurrences 

Academic library 67 

Government library 11 

Special library 6 

Museum 6 

Public library 5 

Academic archive 5 

Library consultancy 2 

Academic data repository 2 

Medical library 1 
Library research organization 1 
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Figure 2. Institution type. 

 

Table 3. Academic institution size 

Academic institution size Number of occurrences 

Large 63 

Medium 5 
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Figure 3. Academic institution size. 

 

Regionally the institutions represented the entirety of North America, with the majority located in 
the South Atlantic, Mid-Atlantic, and East North Central United States Census divisions (areas 
which comprise much of the Eastern seaboard and Midwest states).9 The West region had the 
lowest representation in the case studies. This geographic representation generally correlates 
with both population density and institutional density. See table 4 and figure 4. 

Table 4. Institution region 

Region Number of occurrences 

South Atlantic 22 

Mid-Atlantic 17 

East North Central 17 

Pacific 13 

West South Central 7 

Mountain 7 

West North Central 6 

Canada 4 

New England 3 

East South Central 2 
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Figure 4. Institution region.  

 

Finally, we looked at those groups and individuals with whom library and archives practitioners 
were collaborating. Fourteen of the 89 articles had co-authors from other disciplines—iSchool, 
computer science, statistics, and private sector. See table 5 and figure 5. 

Table 5. Types of collaborators 

Collaborators Number of occurrences 

Computer science collaborators 9 

iSchool collaborators 3 

Statistics collaborators 1 

Private sector collaborators 1 
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Figure 5. Types of collaborators. 

 

Use of Library Materials and Type of Material Used  
Articles that used library materials—for training and/or analysis—made up about 60% of the 
relevant literature (see table 6 and figure 6). Of those articles, the majority dealt primarily with 
either born-digital or digitized text and images, though both web archives and digitized and born-
digital AV materials also comprised a significant portion of materials deployed in the reviewed 
literature (see table 7 and figure 7). These materials are broadly reflective of libraries and 
archives’ electronic holdings, and the identification and application of AI tags revealed several 
clustered themes in the projects and investigatory work highlighted in the literature. 

Table 6. Number of papers that used library materials in AI projects 

Use of library materials Number of occurrences 

Yes – Used library materials 52 

No – Did not use library materials 37 
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Figure 6. Number of papers that used library materials in AI projects. 

 

Table 7. Type of materials 

Type of materials Text – born digital  18 

Images – digitized  18 

Text – digitized 17 

Images – born digital 9 

Web archives  5 

AV – digitized 5 

AV – born digital  5 

ETDs 3 

Maps 2 

Sensor data 1 

 



INFORMATION TECHNOLOGY AND LIBRARIES SEPTEMBER 2024 

RESPONSIBLE AI PRACTICE IN LIBRARIES AND ARCHIVES 14 
MANNHEIMER, BOND, YOUNG, KETTLER, MARCUS, SLIPHER, CLARK, SHORISH, ROSSMANN, AND SHEEHEY 

Figure 7. Type of materials. 

 

Types of AI Used and General Themes of AI Implementation 
The literature described using AI for a variety of purposes in libraries and archives. See table 8 
and figure 8 for a full accounting of AI-related codes. We identified three main themes in AI 
implementation: metadata extraction, recommendations and reference, and assessment.  

Metadata Extraction 
The AI tag assigned with the most frequency was “metadata extraction”—reflective of ongoing and 
established efforts in many repositories to extract, automate, and enhance accurate, usable, 
respectful, and empathetic metadata for digital content held in collections. This metadata 
extraction work embodies the first theme we identified in AI implementation, in which 
practitioners seek to provide and enhance access to digital collections using AI tools. Other 
frequently assigned and relevant tags in this theme included “natural language processing (NLP),” 
“image recognition,” “classification,” “computer automation,” “optical character recognition 
(OCR),” “object detection,” and “metadata.” Examples of projects clustered within this particular 
theme included facilitating gender recognition in historical postcards; generating metadata to 
support discovery and use of audiovisual collections; and utilizing AI and machine learning to 
extract data from Japanese American confinement records.10 

Recommendations and Reference 
The second theme centered on the use of AI to automate and streamline digital recommender 
systems and reference services, particularly as relates to automated chat tools. Practitioners 
commonly deployed AI in chatbots and discovery systems, providing users with recommendations 
and directions to appropriate resources based on data like online chat text and past account 
activity. Relevant tags included “natural language processing (NLP),” “topic modeling,” 
“recommendation systems,” “virtual assistants – chat” (e.g., Siri or Alexa), “chat reference,” 
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“sentiment analysis,” and “reference services.” Examples of projects clustered within this theme 
included efforts to meet growing virtual reference needs with a university library chatbot; 
utilizing predictive modeling to assess the difficulty level of incoming reference chat queries and 
direct users to appropriate library staff operators; multiple efforts to implement AI-driven library 
recommender systems in open discovery environments for users to more easily locate relevant 
resources; and an AI Navigator tool enabling Library of Congress users to retrieve photographs 
according to visual similarity.11 

Assessment 
Finally, the third theme surfaced by the AI tags centered on deploying AI in order to identify 
patterns and glean new insights from large bodies of data, perhaps one of the more broadly-
interpreted topical areas in the literature. All case studies included in the literature review relied, 
to varying extents, on deploying AI tools to automate processes and generate new information. 
Looking closer, the case studies included within this third theme specifically sought to reveal 
patterns, enhance corpuses of data, and assess the efficacy, accuracy, and biases of processes. 
Relevant tags included “text mining,” “topic modeling,” “search and discovery,” and “natural 
language processing (NLP).” Projects included using text mining to enhance cataloging for 
digitized dime novels; using text analysis to add value to thesis and dissertation ETDs; and 
examining patterns of text reuse in large-scale digital libraries.12 

Table 8. Types of AI used 

Other AI tags Number of occurrences 

Metadata extraction 21 

Natural language processing (NLP) 18 

Image recognition 15 

Text mining  11 

Machine learning  11 

Classification  11 

Computer automation 10 

Search and discovery 9 

Optical character recognition (OCR) 9 

Topic modeling  8 

Recommendation systems  8 

Proprietary tools  8 

Neural networks  8 

Evaluation and assessment  8 

Virtual assistants – chat 6 

Machine learning – supervised 6 

Chat reference 6 

Object detection  5 

Metadata  5 

Crowdsourcing  5 

Training data  4 

Predictive model 4 
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Named entity recognition (NER) 4 

Education  4 

Computer vision  4 

Speech recognition 3 

Facial recognition 3 

Software development  2 

Sentiment analysis  2 

Robotics  2 

Reference services  2 

Queries  2 

Network analysis 2 

Mapping 2 

Information retrieval  2 

Computer aided evaluation  2 

User interface (UI)  1 

Social media  1 

Prompt engineering – chat 1 

Match detection 1 

Machine learning – unsupervised  1 

Linked data  1 

Digital preservation  1 

Data visualization  1 

Competitive intelligence  1 

Collection development  1 

Citation analysis  1 

Augmented reality  1 

Analytics  1 

Algorithms – ranking  1 

Algorithms – analysis  1 
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Figure 8. Types of AI used. 

 

Ethical Considerations in Literature 

The literature we reviewed covered 13 different considerations related to ethics and library 
professional values: accuracy, human-in-the-loop, bias, social justice, transparency, privacy, policy 
and guidelines, cost considerations, user communities, reliability, access, accessibility, and 
consent. Accuracy was the most commonly discussed issue and our approach to this issue is 
further discussed in the section below, Number of Papers that Included a Discussion of Ethics. 
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Table 9 and figure 9 show the number of articles that addressed each ethics and values-related 
issue.  

Table 9. Ethics and values-related considerations 

Ethics and values tags Number of occurrences 

accuracy 23 

human-in-the-loop 16 

bias 14 

social justice 11 

transparency 10 

privacy 7 

policy & guidelines 6 

user communities  5 

cost considerations  5 

reliability 4 

accessibility  3 

access  3 
consent 1 

 

Figure 9. Ethics and values-related considerations. 
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Number of Papers that Included a Discussion of Ethics 
Just over half of the papers included in the literature review (n=49, approximately 55%) 
mentioned issues related to ethics or values in their discussions of AI implementation in libraries 
and archives, based on tags assigned by Responsible AI team members. Table 10 and figure 10 
show the initial visualization of the proportion of articles that mentioned one or more ethics or 
values considerations. 

Table 10. Number of papers that mention ethics or values-related topics 

Use ethics tags Number of papers 

Yes – Mention ethics or values 49 

No – Do not mention ethics or values 40 
 

Figure 10. Number of papers that mention ethics or values-related topics. 

 

However, we noted that issues of “accuracy” (n=23) and “human-in-the-loop” (n=16) were the 
most heavily discussed. Accuracy is a natural concern for practitioners engaging in technology-
based work, particularly when processes are automated. Human-in-the-loop is a term for human 
intervention in machine learning and other AI modeling—when humans are part of the AI process 
to support accuracy. With the relative newness of accessible AI technology and its use in libraries 
and archives, practitioners are likely primarily concerned about the actual functionality of AI—
that is, making sure it works. While “accuracy” and “human-in-the-loop” can potentially relate to 
ethics and values, these issues are expressed in the articles as primarily technical rather than 
ethical considerations. With this in mind, we removed both tags from the ethics and values tags 
list to reveal a more nuanced picture of the discussion of ethics in the literature review. If 
“accuracy” and “human-in-the-loop” are not considered in an examination of the case studies’ 
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discussion of ethics, then significantly fewer papers mention ethics than originally indicated 
(n=31, approximately 35%); see table 11 and figure 11. Those case studies that did address ethics 
discussed topics including bias, social justice, transparency, privacy, policies and guidelines, user 
communities, cost considerations, reliability, accessibility, access, and consent.  

Table 11. Number of papers that mention ethics-related topics (excluding “accuracy” and “human-in-
the-loop”) 

Use ethics tags (excluding “accuracy” and “human-
in-the-loop”) Number of papers 
Yes – Mention ethics or values  31 

No – Do not mention ethics or values 58 

 

Figure 11. Number of papers that mention ethics-related topics (excluding “accuracy” and “human-in-
the-loop”). 

 

Analysis of Ethical Considerations for AI in Libraries and Archives 
The ethical and values-related considerations discussed in the literature fell into a few broad 
categories. An overview of these categories and examples of how they were discussed in the 
literature is provided. 

Accuracy and Human-in-the-Loop 

In the ordered realm of libraries and archives, both accuracy and human intervention—“human-
in-the-loop”—are valued and necessary components of the work required to mediate access to 
and use of collections and co-mingle in much of the AI-related work reviewed in the literature. The 
emergence of accuracy as a significant focus makes sense in context.   Many of the case studies 
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with this tag sought to generate (meta)data, analyze corpuses of data (like chat reference 
transcripts), and generally promote and enhance access and discoverability of collections. 
Accuracy is an important and common measure for evaluating the success of AI tools. The 
importance of considering human intervention in the use and deployment of AI tools is indicated 
by the prevalence of case studies assigned the “human-in-the-loop” tag. “Mediating the differing 
roles and biases of author, librarian, and machine,” as Harper et al. wrote, “requires ongoing 
research and human devotion to consistency.”13 Accuracy is also important to users. On this point, 
it is necessary and important to bring humans back in to verify and validate content.14 Human 
expertise is also necessary for training machine learning algorithms.15 Dunn et al. also noted the 
potential harm of computers’ lack of moral judgment, citing the central role of human judgment in 
bias research.16 While accuracy remains a crucial denominator of AI tools, it is not the only 
evaluative factor for institutions in determining its utility and success.17 

Cost Considerations 
Cost considerations emerged as both a practical and values-related concern for institutions 
engaging with AI technologies. Adoption of new technologies to streamline or enhance library 
services generally carries additional cost, not only for the procurement and maintenance of 
hardware and software but also in staff time and wages. Several case study authors took these 
fiduciary and labor considerations into account, acknowledging the cost/benefit analyses they 
undertook in investigating, developing, and training AI tools. One case study noted the benefits of 
establishing mutually-beneficial relationships with vendors, leveraging an established 
relationship with IBM to negotiate complimentary research and development platforms and 
benefiting from the alignment of their project and the company’s product development plans.18 As 
these authors noted, adoption of new technologies and/or technological workflows is often 
complex and requires support and buy-in from a variety of institutional stakeholders. With many 
AI tools, additional costs are incurred through the expenditure of the time and resources needed 
to train models. For example, one case study noted the computational cost of training a deep 
neural network versus the cost of human labor in creating training images when developing an 
algorithm designed to apply a local classification system to images based on visual elements.19 
Ultimately, institutions interested in using AI tools will likely need to balance such additional 
expenses with the cost-savings associated with streamlined workflows and more efficient use of 
staff time. These cost considerations relate to questions of institutional operations, prompting 
institutions to name and create space for the valuation of human and machine labor.20 

Policy and Guidelines 
Policy and guidelines can be used as a strategy for supporting ethical practice in libraries and 
archives, and a few of the articles in the reviewed literature either mentioned the need for policy 
and guidelines or specifically followed certain policies and guidelines. Lorang et al., who 
conducted a document segmentation demonstration project for the Library of Congress, produced 
a set of recommendations that included developing “a statement of values or principles that will 
guide how the Library of Congress pursues the use, application, and development of machine 
learning for cultural heritage.”21 In a project that used AI to generate metadata, Dunn et al. 
described compiling a list of criteria drawn from a number of existing sources, “notably the 
Principles for Accountable Algorithms and a Social Impact Statement for Algorithms, which guided 
criteria around social impact and accuracy.”22 There were no concrete policies or guidelines that 
were followed consistently in the literature, which suggests that librarians and archivists would 
benefit from standardized policies that support responsible use of AI in practice. 
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Bias, Reliability, and Transparency 
Some consideration of bias, reliability, and transparency was evident in the reviewed literature. 
Contextually, bias in AI systems is understood as deriving primarily from already-biased training 
data: “[A]ll machine learning systems share a problem, which is that they are only as good as the 
data they are trained on. If that corpus has significant biases or omissions, those will be reflected 
in the outputs.”23 It is now widely understood that, given that the vast majority of training data for 
AI systems has been generated by humans, the subjectivity of the human experience has 
subsequently infiltrated AI tools themselves. Such intrinsic bias in AI systems is a recognized 
factor that should thus be addressed or mitigated when developing responsible AI systems. The 
literature revealed discussion of “neutralizing” or “debiasing” AI systems and AI training data, 
though other authors underscored the inherently human aspects of AI that simply cannot be made 
neutral or free of bias.24 A responsible approach for addressing such predispositions in AI tools 
may then necessarily lie in persistent transparency about such built-in bias, rather than 
attempting to eliminate it altogether.25 Companies and developers can provide technical and 
development reports with the introduction of systems and tools, for example, and adopters (like 
academic libraries) should, in the same vein, be transparent with their users about the inherent 
and structural bias embedded in AI tools that they deploy. Mitigating the potential harms of AI 
systems in this way can, consequently, also extend the applicability and use of AI tools.26 
Ultimately, understanding bias in AI tools and building transparency remains a work in progress.27 

Social Justice and User Communities 

The promises of AI as it relates to social justice and user communities are numerous: AI can make 
a library’s materials available in timely and accessible ways.28 AI can produce faster, more 
extensive, and more integrative approaches to collections processing.29 AI can enhance virtual 
reference by delivering targeted content to users.30 And, libraries can use AI to enhance civic 
engagement and economic vitality by deploying advanced data analytics to support community-
centered innovation.31 Concurrent with these opportunities, however, are unintended negative 
civic consequences and social harms which can also result from AI systems.32 Practitioners 
recognize the tension that stands between the potential operational benefits of AI and the 
potential social harms of AI, and some have attempted to address problems centered around 
social constructs like gender and ethnicity.33 In a project that looks at AI-driven metadata creation 
for a photo archive, for example, practitioners noted that “mistakes, failures to understand and 
surface important or salient features of a collection, and a lack of moral judgement would 
ultimately cause more harm than good.”34 For some, the technical problems of an AI project are 
less challenging to solve than the accompanying social challenges.35 

In response to a widespread concern with the social impacts of AI, a consensus emerged in the 
literature around practically addressing aspects of social responsibility—for example, the notion 
that humans should maintain high-touch supervision over AI systems. Libraries can, for instance, 
cultivate relationships with relevant communities in order to support the needs and values of 
those represented in or affected by AI systems.36 In one example, library collaboration with a local 
community group helped produce co-authored policies that support responsible access to AI-
produced records.37 Practitioners can furthermore guide and monitor the implementation of 
machine learning models to ensure useful results that mitigate harms.38 Yelton effectively 
summarized this position: “Artificial intelligence does not actually remove the need for human 
intelligence.”39 Critical, human-centered questions should be asked of AI systems, not with the 
goal of preventing implementation, but rather with a view toward a responsible implementation 
that is in tune with library values such as user-centeredness and social responsibility. 
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Privacy and Consent 
The issues relating to privacy and consent discussed in the literature range from passing 
consideration to using more in-depth strategies to protect user privacy. Hahn and McDonald, 
whose article described a library resource recommender app, suggested that when mining user 
data, the library should consider user privacy, data confidentiality, and consent.40 However, the 
authors did not discuss these privacy considerations in detail in their article; they suggested that 
such privacy considerations and risks are addressed by a broader library privacy policy. Friedman 
et al., who used AI to analyze Japanese American Confinement Records, described future plans to 
convene a community advisory group to consider ethical challenges of these records, including 
privacy.41 In an example that considers privacy in more depth, Ehrenpreis and DeLooper 
described how their library prioritized privacy considerations in AI tools and services, through 
working with a chatbot vendor to adjust privacy settings.42 By default, the chatbot provided by the 
vendor tracked library users and collected user data; the library was able to negotiate with the 
vendor to enhance privacy, then work with their IT department to implement the more privacy-
focused chatbot setup. Privacy has historically been a key professional value for library and 
archives practitioners and should be considered when implementing AI in libraries and archives. 

Access and Accessibility 
Many AI powered tools enhance access writ large (for example, metadata generation for 
discovery, recommender systems that lead users to new resources), and a few articles reviewed 
specifically speak to access concerns. For example, Schneider et al. described using an AI-powered 
email archiving tool to support access to archived emails.43 Only three articles reviewed discussed 
accessibility for users with disabilities or the idea of access as a library professional value. As an 
example, Rodriguez and Mune, describing an AI-powered reference chatbot implementation in the 
library, briefly touched on potential accessibility implications of chatbot text and interactive 
elements. The authors suggested that the chatbot should be “carefully tested using existing 
accessibility standards such as W3C”; however, such testing was not described in detail in the 
article.44 While the idea of accessibility for users with disabilities was present in some case 
studies, it has not yet been deeply considered in the AI implementation literature. 

IMPLICATIONS FOR RESPONSIBLE AI PRACTICE IN LIBRARIES AND ARCHIVES 

The case studies reviewed in this paper suggest several implications for responsible AI practice in 
libraries and archives. First, our data showed that most case studies were published by large 
academic libraries. This trend in publishing means that a few large libraries may set the tone for 
other smaller libraries and that the unique needs of public libraries and smaller institutions may 
not be reflected in the literature. 

Many of the ethics considerations in the literature related to commonly-held library values such as 
privacy, human-centeredness, and social responsibility. In looking at the resources included in our 
literature review, we noted a strong desire for librarians and archivists to include human 
intervention in AI processes and tools and to consider our library communities by being clear and 
transparent about resources and services. Bias is an example of an especially thorny issue for 
librarians that can be somewhat mitigated with transparent messaging: So long as tools are 
created by (inherently biased) humans and trained on data also created by (inherently biased) 
humans, there will be no perfect way to remove bias. In other words, removing bias or “debiasing” 
is likely an unattainable goal. We can only strive to be transparent about our known biases. 
Practicing transparency in adoption and implementation is one way that librarians can make clear 
the biases and other problems that may be inevitable when implementing AI systems. 
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The data also showed that computer science, statistics, iSchool, and private sector collaborators 
were involved in many case studies. Among the case studies reviewed here, deployment of AI tools 
in libraries and archives often benefited from additional technical expertise. We also observed 
that most of the case studies analyzed focused on library-driven projects. Generative AI tools have 
proliferated in the time since we completed our literature review, and many vendors are offering 
new AI-powered products to libraries. As AI resources and services in libraries and archives are 
increasingly influenced by external collaborators and vendor products, we will need to strengthen 
our advocacy for library and archives professional ethics and values in the face of potentially 
conflicting viewpoints. 

Lastly, the literature analysis indicated that ethics is currently an underdocumented aspect of AI in 
libraries. A potential reason for this lack of documentation is that all of the articles in this 
literature review were case studies—practical “how-to” pieces aimed at other librarians and 
archivists, which made sense for our practitioner community. Based on the literature, librarians 
have had and will continue to have difficulty finding information or guidance on how to ethically 
and responsibly implement AI within specific library contexts. Ideally, ethics would be 
operationalized as an integral part of the “how-to” process in case studies. Clearer ethical 
statements and guidelines, both in the private sector and in the libraries and archives profession, 
could support this integration. As it currently stands, ethics statements are diverse and 
distributed, and there are not currently any professional guidelines for responsible AI that are 
widely accepted or well established across the field. Responsible AI practice can be supported by 
considering ethics iteratively throughout the process of implementing AI systems in libraries and 
archives. 

LIMITATIONS 

This literature review was subject to three limitations. First, our research was limited by the 
venues in which librarians and archivists share their work. We sought to include conference 
presentations in our literature search, but as noted above in the section Inclusion Criteria, short 
conference abstracts generally did not provide enough information for us to know whether ethics 
or values were discussed in the presentation; we therefore only included conference 
presentations with associated slides or an extended abstract. Moreover, because of the practice-
based nature of the field, many librarians and archivists may not publish or present about their 
work in formal settings such as academic journals and professional conferences, instead sharing 
their work via informal avenues such as blog posts, social media, or conversations at professional 
gatherings. Our literature review does not account for these informal sharing strategies.  

Second, we focused our literature review on the ways in which librarians and archivists consider 
ethics and values when implementing AI. Practitioners described a broad range of 
implementation: at an individual, unit, and institutional level; formal and informal; using vendor 
products and house-built tools; pilot projects and fully implemented projects. However, 
differentiating between these different technical and practical aspects of AI implementation was 
out of scope for our analysis. Future research could delve deeper into the details of AI 
implementations (see Future Research and Conclusion below). Pedagogical case studies were also 
beyond the scope of this literature review. This body of literature would merit its own ethics- and 
values-centered investigation.  

Finally, AI technology is advancing quickly. This acceleration is borne out in the proliferation of 
new and evolving AI strategies and procedures at colleges and universities, which have in turn 
moved quickly to amend and create policy in tandem with AI advancements. Our literature review 
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therefore reflects the landscape of AI implementation in libraries and archives through mid-2023, 
and does not include more recent works that may reflect new practices and considerations. This 
time limitation, combined with the rapid and unpredictable advancements of AI technology, 
means that such work is a snapshot in time: There is a unique urgency to this particular field of 
inquiry, one that will benefit from an iterative appraisal of the state of the field. 

FUTURE RESEARCH AND CONCLUSION 

AI implementation is growing in libraries and archives, and practitioners are using AI for 
increasingly varied purposes. As AI implementation in libraries and archives continues to grow 
and change into the future, we see several potential future directions for research. Starting with 
the literature review itself, we noted additional questions that were out of scope for this paper but 
would still be of interest to our community. Of the types of AI that we found in the literature 
(image recognition, text analysis, topic modeling, etc.), which types are more or less suitable for 
responsible implementation in libraries? Looking next at library size, we noted that most AI 
projects are currently being undertaken by larger libraries. What implications does this have for 
AI implementation in libraries and archives across the board? How will medium-sized and smaller 
libraries be affected by the policies, standards, and norms set by AI projects that are led by larger 
institutions? And as more AI-related case studies are published, future research could investigate 
how ethical AI practice in libraries and archives has—and continues to—change over time. 

Looking further afield, we see interesting questions related to collaborative projects with non-
library organizations and entities: Where are these collaborations happening, what are libraries 
learning from collaborating with adjacent fields, and will collaborations dwindle as AI becomes 
more integrated with vendor products? We also observed urgent questions related to labor issues 
and staffing implications of AI, and answering these questions would help steward the field 
towards responsible AI implementation. From a methods standpoint, future research could apply 
additional methods to survey the landscape of AI in libraries and archives‚ using different 
approaches such as surveys or web searching to identify more AI implementation activities that 
are not represented in the current research, and how these implementations address ethics, 
values, and responsible practice. 

Turning toward the practical questions of responsible AI, we also see future work related to 
ethical guidance, values-based tools, and other decision aids for librarians who want to 
responsibly implement AI. What ethical tools are currently available for practitioners? What new 
tools could be developed to help support responsible AI implementation? 

AI is the most recent technological innovation demanding library and archival adoption and 
adaptation, situated in a long history of technology developments. This literature review is a 
snapshot in time, both taking the temperature of current dialogues within the field around 
responsible AI, as well as providing an understanding of necessary ethical considerations related 
to AI use in libraries and archives as AI implementation grows. Conversations about ethics are 
happening—just over half of the papers included in this review mentioned ethics or values-related 
issues in their discussions of AI implementation in libraries and archives, though these 
conversations were dominated by technical issues related to accuracy and human-in-the-loop 
interventions. Case studies relating to AI in libraries and archives are on the rise, and we expect 
subsequent discussions of relevant ethics and values to follow suit, particularly growing in the 
areas of cost considerations, transparency, reliability, policy and guidelines, bias, social justice, 
user communities, privacy, consent, accessibility, and access. As AI comes into more common 
usage, it will benefit the library and archives professions to not only consider ethics when 
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implementing local projects, but to publicly discuss these ethical considerations in shared 
documentation and publications. 
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