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in accordance with the current best 
practices.8

For those producers of content 
who are not able to meet the require-
ments of ingest, or who do not have 
access to an OAIS archive provider, 
what are the options? With the recent 
downturn in the economy, the avail-
ability of staff and the funding for 
the support of digital libraries has 
no doubt left many collections at risk 
of abandonment. Is there a method 
for preparation of content for long-
term storage that is within the reach 
of existing staff with few technical 
skills? If the content cannot get to the 
safe harbor of a trusted digital library, 
is it consigned to extinction? Or are 
there steps we can take to mitigate 
the potential loss?

The OAIS model incorporates 
six functional entities: ingest, data 
management, administration, pres-
ervation planning, archival storage, 
and access.9 Of these six, only archi-
val storage is primary; all the others 
are useless without the actual content. 
And if the content cannot be accessed 
in some form, the storage of it may 
also be useless. Therefore the mini-
mal components that must be met are 
those of archival storage and some 
form of access. The lowest cost and 
simplest option for archival storage 
currently available is the distribution 
of multiple copies dispersed across 
a geographical area, preferably on 
different platforms, as recommended 
by the current LOCKSS initiative,10 
which focuses on bit-level preser-
vation.11 Private LOCKSS Network 
models (such as the Alabama Digital 
Preservation Network)12 are the 
lowest-cost implementation, requir-
ing only hardware, membership in 
LOCKSS, and a small amount of time 
and technical expertise.

Reduction of the six functional 
entities to only two negates the need 

In contrast, other leaders of the 
digital preservation movement have 
been stating for years that benign 
neglect is not a workable solution 
for digital materials. Eric Van de 
Velde, director of Caltech’s Library 
Information Technology Group, 
stated that the “digital archive must 
be actively managed.”3 Tom Cramer 
of Stanford University agrees: 
“Benign neglect doesn’t work for 
digital objects. Preservation requires 
active, managed care.”4 The Digital 
Preservation Europe website argues 
that benign neglect of digital con-
tent “is almost a guarantee that it 
will be inaccessible in the future.”5 
Abby Smith goes so far as to say that 
“neglect of digital data is a death 
sentence.”6

Arguments to support this state-
ment are primarily those of media 
or data carrier storage fragility and 
obsolescence of hardware, software, 
and format. However, the impact of 
these arguments can be reduced to a 
manageable nightmare. By removing 
as much as possible of the interme-
diate systems, storing open-source 
code for the software and operating 
system needed for access to the digi-
tized content, and locating archival 
content directly on the file system 
itself, we reduce the problems to 
primarily that of format obsoles-
cence. This approach will enable us 
to forge ahead in the face of our lack 
of resources and our rather desperate 
need for rapid, cheap, and pragmatic 
solutions.

Current long-term preserva-
tion archives operating within the 
Open Archival Information System 
(OAIS) model assume that produc-
ers can meet the requirements of 
ingest.7 However, the amount of 
content that needs to be deposited 
into archives and the expanding 
variety of formats and genres that 
are unsupported, are overwhelming 
the ability of depositors to prepare 
content for preservation. Andrea 
Goethals of Harvard proposed that 
we revisit assumptions of producer 
ability to prepare content for deposit 

Benign Neglect: 
Developing Life 
Rafts for Digital 
Content

I n his keynote speech at the 
Archiving 2009 Conference in 
Arlington, Virginia, Clifford Lynch 

called for the development of a benign 
neglect model for digital preserva-
tion, one in which as much content 
as possible is stored in whatever 
manner available in hopes of there 
someday being enough resources to 
more properly preserve it. This is an 
acknowledgment of current resource 
limitations relative to the burgeon-
ing quantities of digital content that 
need to be preserved. We need low 
cost, scalable methods to store and 
preserve materials. Over the past 
few years, a tremendous amount of 
time and energy has, sensibly, been 
devoted to developing standards and 
methods for best practices. However, 
a short survey of some of the leading 
efforts clarifies for even the casual 
observer that implementation of the 
proposed standards is beyond many 
of those who are creating or hosting 
digital content, particularly because 
of restrictions on acceptable formats, 
requirements for extensive metadata 
in specific XML encodings, need for 
programmers for implementation, 
costs for participation, or simply a 
lack of a clear set of steps for the unini-
tiated to follow (examples include: 
Planets, PREMIS, DCC, CASPAR, 
iRods, Sound Directions, HathiTrust).1 
The deluge of digital content coupled 
with the lack of funding for digital 
preservation and exacerbated by the 
expanding variety of formats, makes 
the application of extensive standards 
and extraordinary techniques beyond 
the reach of the majority. Given the 
current circumstances, Lynch says, 
either we can seek perfection and 
store very little, or we can be sloppy 
and preserve more, discarding what 
is simply intractable.2
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during digitization is that develop-
ing digital libraries usually have a 
highly chaotic disorganization of 
files, directory structures, and meta-
data that impede digital preservation 
readiness.19 If the archival digital files 
cannot be easily and readily associ-
ated with the metadata that provides 
their context, and if the files them-
selves are not organized in a fashion 
that makes their relationships trans-
parent, reconstruction of delivery at 
some future point is seriously in ques-
tion. Underfunded cultural heritage 
institutions need clear specifications 
for file organization and preparation 
that they are capable of meeting with-
out programming staff or extensive 
time commitments. Particularly in 
the current economic downturn, few 
institutions have the technical skills 
to create METS wrappers to clarify 
file relationships.20

One potential solution is to use 
the organization of files in the file sys-
tem itself to communicate clearly to 
future archivists how the files relate 
to one another. At the University of 
Alabama, we have adopted a stan-
dardized file naming system that 
organizes content by the holding 
institution and type, collection, item, 
and then sequence of delivery (see 
figure 1). The file names are echoed 
in the file system: top level directories 
match the holding institution number 
sequence, secondary level directory 
names match the assigned collection 
number sequence, and so forth.

Metadata and documentation are 
stored at whatever level in the file 
system corresponds to the files to 
which they apply, and these text and 
XML files have file names that also 
correspond to the files to which they 
apply, which assists further in identi-
fication (see figure 2).21

By both naming and ordering the 
files according to the same system, 
and bypassing the need for databases, 
complex metadata schemes and soft-
ware, we leverage the simplicity of 
the file system to bring order to chaos 
and to enable our content to be eas-
ily reconstructed by future systems. 

take and manage the content is still 
uncertain.

The relay principle states that a 
preservation system should support 
its own migration. Preserving any 
type of digital information requires 
preserving the information’s context 
so that it can be interpreted cor-
rectly. This seems to indicate that 
both the intellectual context and the 
logical context need to be provided. 
Context may include provenance 
information to verify authenticity, 
integrity, and interpretation;17 it may 
include structural information about 
the organization of the digital files 
and how they relate to one another; 
and it should certainly include docu-
mentation about why this content 
is important, for whom, and how 
it may be used (including access 
restrictions).

Because the cost of continued 
migration of content is very high, a 
method of mitigating that cost is to 
allow content to become obsolete but 
to support sufficient metadata and 
contextual information to be able to 
resurrect full access and use at some 
future time—the resurrection prin-
ciple. To be able to resurrect obsolete 
materials, it would be advisable to 
store the content with open-source 
software that can render it, an open-
source operating system that can 
support the software, and separate 
plain-text instructions for how to 
reconstruct delivery. In addition, 
underlying assumptions of the stor-
age device itself need to be made 
explicit if possible (type of file system 
partition, supported length of file 
names, character encodings, inode 
information locations, etc.). Some of 
the need for this form of preserva-
tion may be diminished through such 
efforts as the Planets TimeCapsule 
Deposit.18 This consortium has gath-
ered the supporting software and 
information necessary to access cur-
rent common types of digital files 
(such as PDF), for long-term storage 
in Swiss Fort Knox.

One of the drawbacks to gather-
ing and storing content developed 

for a tremendous amount of meta-
data collection. Where the focus has 
been on what is the best metadata 
to collect, the question becomes: 
What is the minimal metadata and 
contextual information needed? The 
following is an attempt to begin this 
conversation in the hope that debate 
will clarify and distill the absolutely 
necessary and specific requirements 
to enable long-term access with the 
lowest possible barrier to implemen-
tation. If we consider the purpose 
of preservation to be solely that of 
ensuring long-term access, it is possi-
ble to selectively identify information 
for inclusion. The recent proposal 
by the researchers of The National 
Geospatial Digital Archive (NGDA) 
may help to direct our focus. They 
have defined three architectural 
design principles that are necessary 
to preserve content over time: the 
fallback principle, the relay principle, 
and the resurrection principle.13

In the event that the system itself 
is no longer functional, then a preser-
vation system should support some 
form of hand-off of its content—the 
fallback principle. This can be met by 
involvement in LOCKSS, as specified 
above. Lacking the ability to support 
even this, current creators and hosts of 
digital content may be at the mercy of 
political or private support for ingest 
into trusted digital repositories.14 The 
recently developed BagIt File Package 
Format includes valuable information 
to ensure uncorrupted transfer for 
incorporation into such an archive.15 
Each base directory containing digital 
files is considered a bag, and the con-
tents can be any types of files in any 
organization or naming convention; 
the software tags the content (or pay-
load) with checksums and manifest, 
and bundles it into a single archive 
file for transfer and storage. An easily 
usable tool to create these manifests 
has already been developed to assist 
underfunded cultural heritage orga-
nizations in preparing content for a 
hosting institution or government 
infrastructure willing to preserve the 
content.16 The gap of who would 
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Clifford Lynch pointed out, funding 
cutbacks at the sub-federal level are 
destroying access and preservation 
of government records; corporate 
records are winding up in the trash; 
news is lost daily; and personal and 
cultural heritage materials are disap-
pearing as we speak.24 It is valuable 
and necessary to determine best prac-
tices and to seek to employ them to 
retain as much of the cultural and 
historical record as possible, and in 
an ideal world, these practices would 
be applied to all valuable digital con-
tent. But in the practical and largely 
resource-constrained world of most 
libraries and other cultural institu-
tions, this is not feasible. The scale of 
content creation, the variety and geo-
graphic dispersal of materials, and 
the cost of preparation and support 
makes it impossible for this level of 
attention to be applied to the bulk of 
what must be saved. For our cultural 
memory from this period to survive, 
we need to communicate simple, 
clear, scalable, inexpensive options to 
digital holders and creators.
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