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Editorial: Looking at

the Publishing Process Dan Marmion

I recently responded to some questions posed by Rachel

Singer Gordon, who is gathering information for a book
she will publish in 2004, and I thought they might be of
interest to ITAL readers and potential authors.

Q. What should authors expect after submitting a manu-

script to ITAL?

A. There are always exceptions, but in general here is
what happens. I first give it a cursory examination to see

whether there is an obvious reason to reject it, e.g., it is
clearly out of the scope of ITAL. Then it goes into the peer-
review process, which should only take three to four
weeks but sometimes is longer, especially if I decide I
want a second opinion (which doesn't happen very often).
Depending upon the reviewer's recommendation (see
next question), the manuscript could be accepted or

rejected or, most likely, could require some rewriting, in
which case there would be an additional time interval.
Once we are ready to accept a manuscript, I ask the author
to send me an electronic version of the final document.

The production process involves a period during
which the manuscripts are copyedited. Then we contact
authors with questions identified by the copyeditor in the
first pass through. These could be any number of things,
such as a reference that doesn't look correct, a sentence or

paragraph is not clear as to what the author means, is a

particular edit acceptable to the author, and so on. Our

managing editor, Judith Carter, works with the authors to
resolve these questions, then communicates the results
back to ALA Production Services, where they are incorpo-
rated into the emerging issue. A second pass always gen-
erates a few more questions that also need to be resolved.
Sometimes, although rarely, an article needs a third pass
before we can declare the issue ready to go to the printer.

Q. Please explain how the review process works at ITAL, and
what reviewers examine when looking at a manuscript. Do you
employ a regular board of reviewers, or send manuscripts to sub-

ject experts as needed? Are all sections of the journal refereed?

A. We follow a typical double-blind review process,
meaning that the author doesn't know who reviews the

manuscript and the reviewer doesn't know who wrote it.
Reviewers are asked to consider several things as they

assess a manuscript's potential for publication: Is the

topic within the scope of ITAL? Is it meaningful and rele-
vant to ITAL readers? Does it offer something to the liter-

Dan Marmion (dmarmion@nd.edu) is Associate Director for
Information Systems and Digital Access at the University of
Notre Dame Libraries, Notre Dame, Indiana.

ature? Is it timely? Is it organized well? Does it have a

point? Are the citations complete and accurate? Does the

manuscript accomplish whatever the author set out to

do? Is there something more that needs to be done to

make it a more solid contribution?
The reviewer makes a recommendation to me, which is

one of the following: (1) accept it and publish as is, or with
minor editorial changes; (2) it's almost there but requires
some rewriting to make it a solid publishable contribution;
(3) it shows some potential, but requires major rewriting
and should be reviewed again after a revised draft has be
submitted; or (4) it does not warrant further consideration
for ITAL. In all but the first instance, the reviewer should

provide specific feedback regarding the manuscript's
shortcomings. I pass along to the author any feedback or
criticism given to me by the reviewer, paraphrasing it as
necessary to preserve the anonymity of the reviewer.

The ITAL Editorial Board does the majority of
reviews; that is their primary duty, and I am fortunate to
have a board made up of experienced persons with much

expertise in many areas of information technology and
libraries. It is not uncommon, however, for me to decide
that an expert in the field would best review a particular
manuscript.

The only sections of ITAL not refereed are the editorial

page and the book review and software review columns.

Q. Approximately what percent of article submissions to
ITAL are accepted? How often are works sent back to the author
forfurther revision, and what is usually entailed in the revision
process?

A. Of all the manuscripts submitted to ITAL, approxi-
mately 50 to 60 percent are ultimately accepted for publi-
cation, but probably at least 90 percent of those required
further revision by the author. If the reviewer has indi-
cated that the manuscript is pretty close to publishable,
I'll just tell the author what more we request in the way of
a rewrite and ask them to make those revisions and send
me the revised manuscript with a cover letter indicating
what they did to satisfy the request. I verify that they did
so, and we're done.

In those cases where the reviewer has indicated a

major rewrite is necessary and that the revised manu-

script should be reviewed again, I convey that informa-
tion and any other suggestions to the author. I ask them
to indicate to me whether they plan to do that and submit
a revised manuscript. Some I never hear from again; oth-
ers respond in a negative tone. The majority thank me for
the suggestions and promise to submit a revised piece
based upon the criticism offered. Those persons almost
always follow through with a much better manuscript
that the one they originally submitted. It may still take
one or two subsequent revisions to get it into top-notch
shape, but the end result is a much better work.
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An Empirical Analysis
of Web Catalog User

Experiences
Dennis Halcoussis, Aniko L. Halverson,

Anton D. Lowenberg, and Susan Lowenberg

Data from an observation study of a Web catalog in a

small private arts college library are used to analyze the
determinants of user success and satisfaction. Multiple
regression models are estimated to identify the most

important causative factors determining catalog user

success in finding information, user attitudes to catalog
organization, and user ability to navigate the catalog. It
is found that subject-search users are more likely to

assign a low score to catalog organization and to

encounter difficulty navigating the catalog than users of
known item and other search methods. These findings
accord with the extensive literature on the problems asso-

dated with subject searching. Also, it is found that the
more time spent searching and the larger the number of
search results, the more likely it is that the user would

report difficulty navigating the catalog. A significant
result is that although the user's perception of success or
failure of the search is the most important factor deter-
mining both the user's evaluation of the catalog organi-
zation and the navigability of the catalog, the success or

failure of the search itself is not explained by any other
variables included in the model. This exogeneity ofsearch
success has important implications for library instruc-
tion because it suggests that a user's perception ofsuccess
is dependent on the expectations the user brings to the
search rather than specific features of the catalog design.

Use
studies of online catalogs reveal several empir-

ical regularities, namely that users adapt to the
tools provided and typically prefer online sys-

tems, and that subject retrieval capabilities are inade-

quate. 1 According to Lewis, users "do not understand
the complexities of bibliographic structures in any

Dennis Halcoussis (dennis.halcoussis@csun.edu) is
Professor, Department of Economics, California State University,
Northridge; Aniko L. Halverson (coco@calarts.edu) is
Reference Coordinator and Instruction Librarian, Division of

Library and Information Resources, California Institute of the
Arts, Valencia; Anton D. Lowenberg (anton.lowenberg@
csun.edu) is Professor, Department of Economics, California
State University, Northridge; and Susan Lowenberg (susan @
calarts.edu) is Associate Dean, Division of Library and
Information Resources, California Institute of the Arts, Valencia.

form" and "inconsistencies in cataloging practices cause

confusion" for users.2 Moreover, use studies consistently
indicate that the information users bring to catalog
searches is often incomplete, and that users are normally
more successful in conducting known item searches
than subject searches.

That subject searching, in particular, is troublesome
for users is well documented in the literature.3 Of all the
various forms of online catalog searches, users generally
report the most difficulty with subject searches.4 A semi-
nal nationwide study of online catalog use sponsored by
the Council on Library Resources found that subject
searching was most likely to prove problematic for users,
with 43 percent of users reporting difficulties with this
search method.5 The main reasons for these difficulties
cited in the literature are misspelling of search terms and
lack of knowledge of Library of Congress subject head-
ings.6 Database growth, which produces excessive num-

bers of results, also causes problems for users.7
Given these findings, is there anything an individual

library can do to improve its online catalog and thus
enhance the quality of service to users? To address this

question, we conducted an observation and questionnaire
study at a small arts college, the results of which are

reported here. The purpose of our study is to identify the
determinants of user success with, and attitudes toward, a
new Web-based online catalog. We analyze our findings
using multiple regression analysis, a departure from most
of the existing literature. The multiple regression approach
enables us to investigate how various user attributes and
search types, as well as characteristics of searches recorded
in the observation study, affect search outcomes. Our
results will provide guidelines for future improvements in
bibliographic instruction and user training.

■ Literature Survey
Numerous studies of the use of online catalogs have been
conducted since they were introduced in the early 1980s.
The first generation of online catalogs had minimal capa-
bilities, being little more than library circulation systems
made available to general users, with the result that many
of the earlier studies have limited applicability to today's
catalogs with their advanced subject and keyword search-
ing functions.8 Consequently, we focus on those studies
conducted since the late 1980s, which can be classified
into the following main categories: questionnaires and
surveys, transaction monitoring, observation, and experi-
ments.

Questionnaires and surveys and transaction log
analysis have been by far the most popular approaches
used in the study of online catalogs. A few researchers
have utilized a combination of two or more techniques.
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However, many existing studies are plagued by method-
ological problems.9 According to Seymour, "a general fail-
ure in the use of statistical methods is apparent. Poor
sampling, generalization from small samples, 'torturing
the data' . . . and application of inappropriate tests . . .

abound."10

Only a handful of recent questionnaires and surveys
employ statistically valid sample sizes and appropriate
statistical tests. For example, Ensor studies user charac-
teristics of keyword searching. 11 Hsieh-Yee utilizes a

mailed questionnaire and chi-squared tests to examine
the relationship between user characteristics and infor-

mation-seeking behavior. 12 Park implements a four-part
questionnaire, including skills tests and user evaluations,
to compare five selected online catalog systems. 13

Transaction monitoring of online catalog logs is a

fairly common approach in the literature. Sinnott uses
transaction log monitoring to examine the frequency of
no direct hits and zero hits in author searches. 14 She com-

pares the percentage of no direct hits in 1993 with that ten

years earlier and finds a decline in this percentage over

the decade. A statistically valid sample size of 220 cases

and the implementation of a t-test for proportions make
her conclusions credible. Blecic et al. report a longitudinal
study of four sets of online catalog transaction logs over a
four-year period to test whether a series of screen changes
helped users improve search behavior. 15 Again, a large
sample size for each set of logs and use of binomial dis-
tribution techniques lend credibility to their conclusions.

In one of the few studies to utilize multiple regression
analysis, Larson estimates the effects of a linear time
trend and seasonal factors (summer and holiday breaks)
on the frequency of subject searches and known item
searches over six years of transaction monitoring data for
the University of California's MELVYL online catalog. 16
His findings indicate a persistent decline in the percent-
age of subject searches over the data collection period and
a corresponding increase in the percentage of known
item, especially title keyword, searches.17 He also finds a

dramatic drop in subject searching and rise in title key-
word, author, and other known item searching during
summer and holiday breaks, when most library users are

likely to be those with the greatest experience and famil-

iarity with the catalog. 18 In addition, he reports a statisti-

cally significant positive correlation between the failure
rate for all types of searches and the percentage of subject
searching. These results taken together suggest that users,
over time, learned to substitute title and other known
item searches for subject searches in response to the fre-

quent failure of subject searches.
Some studies have used a combination of question-

naires and transaction log analysis. Wiberley, Daugherty,
and Danowski measure the statistical correlation between
user persistence in scanning retrieved search results and
the prior search overload of the user. 19 They find that

overloaded users appear to have lower thresholds for

optimal information processing. Users with a lower

capacity for processing typically display perceptions of
overload more readily, so that for these individuals rela-

tively low numbers of postings can trigger overload.
Hildreth uses cross-tabulation analyses and a chi-squared
test to study keyword searching in an online catalog, con-
eluding that although users search more often by key-
word than by any other method, most keyword searches
fail and "a majority of users do not understand how the

system processes their keyword searches."20 Dimitroff uti-
lizes both personal interviews and transaction log analy-
sis to examine the effects of users' mental models of a

bibliographic retrieval system.21
In an interesting experiment, Drabenstott and Weller

compare the use of search trees relative to other subject
searching approaches.22 They examine 528 search admin-
istrations to identify those factors that result in subject
search failure. Causes of search failure are shown to

include lack of user perseverance in displaying retrieved
titles, queries that are not indicative of user interests, con-
flicting relevance assessments, and design problems with
particular subject-searching approaches. Search trees are

found to improve user search performance, and users

generally prefer search trees over alternative systems on
the grounds of superior search outcomes, ease of use, effi-
ciency, clarity, and other criteria. Although the sample
size used in this experiment is certainly adequate, the
authors do not implement sophisticated statistical tech-

niques to analyze their data beyond simple t-tests.

Observation studies are not heavily represented in
the literature, probably due to their relatively high cost.

Belkin et al. employ a variety of assessment methods,
including an observation study of two hundred users, to

document the relationship between user characteristics
and goals on the one hand and search behavior on the
other. 23 Their observation of user information behavior,
both on the catalog and subsequently in the library as a

whole, leads them to conclude that online systems might
be improved substantially by including tables of con-
tents in item records, offering users a map from the ter-

minal to the location of the material identified, and

providing users, especially of public libraries, records of
their prior borrowing activities. Hert and Nilan combine
interviews and observations of ninety-three subjects in
order to measure the degree of match between a catalog
user's desired action and the actual system command
entered by the user, i.e., the extent to which a command
issued to the system is appropriate for the action
intended by the user.

24 Results are presented descrip-
tively, along with data on the insights or knowledge that
users draw upon in formulating their searches. The
authors find that users who rely on the catalog system
for insight in initiating a search generally fare better
than users who rely on their own knowledge, although
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the degree of match for system insight is still quite low,
and the system performs poorly in helping users revise
searches.

Cherry reports a study in which observers recorded
online catalog use and then asked users to fill out a ques-
tionnaire about their background.25 However, the validity
of the results is marred by a small sample size (only
ninety-four usable observations were collected), and the

analysis of the findings does not extend beyond simple
descriptive statistics. Thorne and Whitlach likewise use a

combination of observations and a questionnaire to exam-
ine patron success on an online catalog.26 Their study, also
limited to descriptive statistics, again is hampered by a

small sample size of only ninety-three observations.
Anderson conducts an observation study of online search

techniques of fifty university students, recording the type
of search, use of library personnel and online help screens,

exposure to library instruction, and length of time at the
terminal.27

Overall, most of the existing literature on online cata-

log use suffers from small sample sizes, unsophisticated
statistical tests of significance, and simplistic, largely
descriptive, presentations of findings. In the present
study we propose to remedy these shortcomings by
undertaking a multiple regression analysis of the deter-
minants of search outcomes.

■ Background

The California Institute of the Arts (CalArts) is a private
institution of higher education created specifically for
students of both the visual and performing arts, empha-
sizing the contemporary forms of these arts. CalArts

grants BFA and MFA degrees in art, dance, film/video,
music, and theater as well as an MFA in writing. The
CalArts Library first instituted an online catalog, CALIS,
in spring 1993 using the Data Research Associates (DRA)
Information Gateway module. In summer 1998 CALIS
was upgraded to DRAWeb2, a Web-based online catalog.
One feature of the DRAWeb2 catalog is the ability of the
library to tailor HTML pages to its needs. The CalArts

Library's implementation of the DRAWeb2 catalog has
been highly customized, with modifications made to the

navigational structure, page layout, and record display.
When there are major changes to a vital library service,
such as an online catalog, there are often vocal members
of the community who dislike the new interface, prefer-
ring the old one. The library wanted to determine if this

feeling was widespread among the CalArts community
and, if so, what changes could be made to improve either
the Web catalog or library instruction.

■ Method

Two survey instruments were developed. The first was an
observation form that was used to record the actions of
the catalog user, including the search term entered, the
search screen used, the type of search selected, and the
number of results. The observers were two professional
librarians, three staff members, and several student work-
ers. Observers were instructed to approach users of the
Web catalog and ask them to participate in the study.
Users who had already participated were not surveyed
again, so that the data would contain only unique obser-
vations. Observers were also instructed to take notes as

they watched users search the catalog, but not to interact
with the users or to answer any questions until after the
users had completed the questionnaire. See appendix A
for the observation study data collection sheet.

The second survey instrument was a questionnaire
that asked users how long they had been at CalArts, their
experience using the catalog, their academic status at

CalArts, whether English was their native language, and
whether they had found what they were looking for in
their catalog search. In addition users were asked to rank
their responses to the following two statements on a five-

point scale: "The organization of the CalArts Library cat-

alog is effective for finding information" (1 = not

effective; 5 = very effective) and "When I was looking for
information, I felt lost" (1 = felt lost; 5 = felt I knew where
I was).28 See appendix B for the questionnaire.

There were 1,230 registered students at CalArts dur-

ing the 1999-2000 academic year and 372 full time-equiv-
alent employees (faculty and staff), giving a total CalArts
population of 1,602. A sample size of at least 216 is neces-

sary to obtain statistically significant results at a 10 per-
cent error level in a two-tailed test, with a confidence
interval of plus or minus 5 percent.29 The observation
study was conducted from December 1999 through April
2000. A total of 223 survey responses were collected, thus
providing a sufficiently large sample to produce statisti-
cally valid results.

The observation data were recorded in a spreadsheet.
If multiple searches were performed, only data from the
last search were recorded, on the grounds that the last
search most accurately reflects the user's perception of
search success or failure. For each search, the observer
recorded the type of search (author, title, subject, key-
word, author keyword, title keyword, or subject key-
word), the length of time for the entire session, and the
number of results. Personal information about the user

collected with the questionnaire was also recorded. The
data were analyzed using SPSS, a software program that
handles a variety of estimation methods.
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Empirical Results
Table 1. Ordinal Regression: Dependent Variable Is
ORGANIZATION

The survey results showed that the majority of Web cata-

log users were successful in finding the information they
sought, satisfied with the organization of the catalog, and
able to find their way around in the catalog. Specifically,
70 percent of users successfully found what they were

looking for in their Web catalog search. Fifty-three per-
cent of users felt that the organization of the Web catalog
was effective or very effective for finding information,
assigning the catalog organization a rating of 4 or 5 on the
five-point scale (1 = not effective; 5 = very effective). Only
14 percent of users felt that the catalog organization was

not effective, giving a rating of 1 or 2.

Sixty-five percent of users reported that they knew
where they were when using the Web catalog, awarding
the catalog a rating of 4 or 5 on the five-point scale (1 =

felt lost; 5 = felt I knew where I was). Thirteen percent of
catalog users indicated that they felt somewhat lost, giv-
ing the catalog a rating of 1 or 2.

As mentioned above, given a sample size of 223, these
results are accurate to within plus or minus 5 percent, with
only a 10 percent chance that the actual percentages in the
overall library patron population fall outside this range.

The data were also analyzed using multiple regres-
sion analysis in order to identify possible causal relation-

ships between the variables recorded in the observation

study and the attitudes and success of users. The regres-
sion results are presented in tables 1 through 4. Each coef-
ficient estimate reported in the tables gives the average
change in the dependent variable for a one-unit change in
the independent variable, holding the other independent
variables constant. For example, in table 1 the dependent
variable is ORGANIZATION, users' rankings of the

organization of the catalog. One of the independent vari-
ables is AUTHOR, which indicates an author search. The
coefficient estimate for AUTHOR is 1.310. This means

that, on average, if a user implements an author search,
he or she will give the organization of the catalog a rating
that is 1.310 points higher on a five-point scale than some-
one who did a subject search, holding all other variables
in the model constant. Subject searches are omitted from
the regression model because these are treated as the
default or control category.30 If the sign of a coefficient
estimate is negative, then there is a negative relationship
between that variable and the dependent variable. For
example, the coefficient estimate for the MUSIC variable
in table 1 is -1.034, meaning that users from the school of

music, on average, assign the catalog organization a rat-

ing that is 1.034 points lower than users from the school
of art (the control category), holding all other variables in
the model constant.

Estimated coefficients should only be interpreted in
the way described above if they are statistically signifi-

Dependent
variable

Coefficient
estimate

Standard
error

Significance
level

SUCCESS 1.192 .349 .001

AUTHOR 1.310 .502 .009

TITLE .919 .493 .062

KEYWORD .633 .447 .157

TITLE KEYWORD -1.711 1.441 .235

TIME 3.394E-02 .033 .299

RESULTS -2.593E-04 3.1E-04 .398

YEARS .195 .171 .252

EXPERIENCE -6.875E-02 .165 .676

ESL .430 .416 .301

MFA -.789 .360 .028

FACULTY -.343 .739 .643

STAFF 1.332 1.428 .351

DANCE 2.208 1.628 .175

MUSIC -1.034 .422 .014

THEATER -.898 .439 .041

FILM -.377 .453 .405

R2=.23

cant at a 10 percent error level or better. If the error level,
also referred to as the significance level, is higher than 10

percent, this means that there is a reasonable chance that
the true value of the coefficient is zero. Significance levels
are provided in the fourth column of each table. In order
for a coefficient estimate to be significant at a 10 percent
error level or better, the entry in the fourth column must

be less than or equal to 0.10.
The regression model in table 1 estimates the effects of

a number of causative factors on a user's perception of

catalog organization in terms of its effectiveness in find-

ing information. The dependent variable is ORGANIZA-
TION, the user's ranking of the catalog organization,
which, as indicated above, is measured on a five-point
scale ranging from 1 (not effective) to 5 (very effective).
Because this variable can take only five discrete values, an
ordinal regression equation is estimated.31 Causative fac-
tors included in the regression model are the user's per-
ception of success or failure of the search; type of search;
duration of the search; number of results yielded by the
search; and several personal characteristics of the user,
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Table 2. Ordinal Regression: Dependent Variable Is LOST Table 4. Logit Regression: Dependent Variable Is SUCCESS

Dependent
variable

Coefficient
estimate

Standard
error

Significance
level

SUCCESS 1.144 .316 .000

AUTHOR .718 .429 .094

TITLE .469 .444 .292

KEYWORD .688 .406 .090

TIME -4.902E-02 .030 .104

RESULTS -5.221 E-04 2.8E-04 .066

EXPERIENCE .186 .135 .169

ESL -.501 .366 .171

DANCE 1.469 1.580 .352

MUSIC -.617 .375 .100

THEATER -.559 .391 .153

R2=.17

Table 3. Ordinal Regression: Dependent Variable Is LOST

Dependent
variable

Coefficient
estimate

Standard
error

Significance
level

SUCCESS 1.099 .310 .000

AUTHOR .894 .412 .030

TITLE .531 .425 .211

KEYWORD .805 .391 .039

TIME -5.417E-02 .029 .064

RESULTS -5.143E-04 2.8E-04 .071

MUSIC -.550 .364 .131

THEATER -.645 .382 .092

R2=.15

such as his or her experience using the catalog, the num-
ber of years he or she had spent at CalArts, his or her aca-
demic status and school affiliation, and his or her English
proficiency. Specifically, the independent variables in
table 1 are defined as follows:

■ SUCCESS = dummy variable taking on a value of one
if the user indicated that he or she had been success-

ful in finding what he or she was looking for, zero
otherwise;

Dependent
variable

Coefficient
estimate

Standard
error

Significance
level

CONSTANT .277 .829 .738

AUTHOR .551 .576 .339

TITLE .775 .543 .153

SUBJECT .528 .578 .361

KNOWN ITEM -.225 .566 .691

TIME .057 .046 .216

RESULTS .002 .002 .298

YEARS -.232 .206 .260

EXPERIENCE .105 .209 .614

ESL -.326 .486 .502

MFA .453 .430 .292

FACULTY .145 .851 .865

DANCE -1.641 1.616 .310

MUSIC -.438 .516 .396

THEATER 1.193 .641 .063

FILM -.729 .503 .147

R2=.17

■ AUTHOR = dummy variable taking on a value of
one if the user implemented an author search, zero
otherwise;

■ TITLE = dummy variable taking on a value of one if
the user implemented a title search, zero otherwise;

■ KEYWORD = dummy variable taking on a value of
one if the user implemented a keyword search, zero
otherwise;

■ TITLE KEYWORD = dummy variable taking on a

value of one if the user implemented a title keyword
search, zero otherwise;

■ TIME = time spent on the search;
■ RESULTS = number of results produced by the

search;
■ YEARS = number of years the user had been at

CalArts;
■ EXPERIENCE = number of times per week the user

typically used the catalog;
■ ESL = dummy variable taking on a value of one if

English was the user's second language, zero other-
wise;

■ MFA = dummy variable taking on a value of one if
the user was an MFA student, zero otherwise;
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■ FACULTY = dummy variable taking on a value of
one if the user was a faculty member, zero otherwise;

■ STAFF = dummy variable taking on a value of one if
the user was a staff member, zero otherwise;

■ DANCE = dummy variable taking on a value of one
if the user was affiliated with the school of dance,
zero otherwise;

■ MUSIC = dummy variable taking on a value of one if
the user was affiliated with the school of music, zero
otherwise;

■ THEATER = dummy variable taking on a value of one
if the user was affiliated with the school of theater,
zero otherwise; and

■ FILM = dummy variable taking on a value of one if
the user was affiliated with the school of film/video,
zero otherwise;

In table 1, the coefficient of the SUCCESS variable has
a positive sign and is statistically significant at the 1 per-
cent error level. This means that users who rated their use
of the catalog as successful were significantly more likely
to be satisfied with the organization of the catalog than
users who rated their search unsuccessful. The AUTHOR
and TITLE coefficients are also positive and statistically
significant, the first at the 1 percent significance level and
the second at the 10 percent level. This means that users
who implemented known item searches, such as author
or title searches, were significantly more likely to award
the organization of the catalog a high rating relative to

users who implemented subject searches (the latter being
the control group).

The MUSIC and THEATER coefficients in table 1 are

both negative and statistically significant at the 5 percent
level. This means that users from the music and theater
schools were significantly less likely to assign the organi-
zation of the catalog a high rating than users from the art
school (the control group). The only other statistically sig-
nificant variable in table 1 is MFA, whose coefficient esti-
mate is negative and significant at the 5 percent level,
indicating that MFA students were significantly less

likely to give the organization of the catalog a high rating
compared to BFA students (the control group).

Overall, the independent variables included in table 1

explain 23 percent of the variation in organization ratings
across users, as indicated by the R2 statistic. Although this
percentage might not seem especially high, it is a mean-

ingful result in the case of a survey study of this nature in
which many immeasurable factors are likely to shape
subjects' attitudes.

Tables 2 and 3 report two different specifications of a
regression model designed to estimate the effects of sev-
eral causative factors on the ability of users to navigate
their way around the catalog. The dependent variable is

LOST, the user's rating of the catalog on a five-point scale
ranging from 1 (felt lost) to 5 (felt I knew where I was).

Again, because this variable has only five discrete values,
an ordinal regression technique is used. Causative factors
used in these regressions are similar to those included in
table 1, although some less significant independent vari-
ables are now omitted. The only difference between table
2 and table 3 is that the latter table contains a smaller set
of independent variables, omitting some of the least sig-
nificant variables in table 2, namely EXPERIENCE,
DANCE, and ESL.

In both tables 2 and 3, the SUCCESS coefficient is pos-
itive and statistically significant at the 1 percent level.
Users who rated their catalog use as successful were sig-
nificantly less likely to feel lost when searching the cata-

log than users who considered their search unsuccessful.
In both tables, the AUTHOR and KEYWORD coefficients
are positive and significant, at the 10 percent level in table
2 and at the 5 percent level in table 3. Users who imple-
mented author or keyword searches were significantly
less likely to feel lost relative to users who implemented
subject searches (the latter being the control group).

In both tables the TIME coefficient is negative; it is
marginally significant in table 2 and significant at the 10

percent level in table 3. The longer the time spent on the
search, the more likely the user reported difficulty navi-

gating the catalog. Additionally, in both tables the
RESULTS coefficient is negative and significant at the 10

percent level, indicating that the greater the number of
search results, the more likely the user felt lost.

The MUSIC and THEATER coefficients are negative
in tables 2 and 3. In table 2 only the MUSIC coefficient is

significant, however; and in table 3 only THEATER is sig-
nificant. In both cases the significance level is 10 percent.
These findings together suggest that users from the music
and theater schools were more likely to encounter diffi-

culty navigating the catalog relative to users from the art
school (the control group), although these results are not

especially robust as they are clearly sensitive to model

specification.
Overall, the R2 statistics indicate that the independent

variables used in tables 2 and 3 explain 15 to 17 percent of
the variation in perceptions across users, depending on

the specification of the regression model. Again, although
not especially high, these percentages are meaningful in
the case of survey data.

Table 4 reports a regression model that estimates the
effects of a number of causative factors on the user's per-
ception of success.32 The dependent variable in this table
is SUCCESS, a dummy variable taking on a value of one
if the user indicated that he or she had been successful in

finding what he or she was looking for, zero otherwise.
The independent variables are similar to those included
in table 1, with the exception that TITLE KEYWORD, the
least significant search type in table 1, is removed and

replaced with SUBJECT, a dummy variable taking on a

value of one if the user implemented a subject search,
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zero otherwise.33 A new variable, KNOWN ITEM, is

introduced, which is a dummy variable taking on a value
of one if the user implemented a known item search, zero
otherwise. The only other difference between tables 1 and
4 is that the STAFF variable is not used in table 4.34

Because the dependent variable in this regression is

dichotomous, taking on a value of either one or zero, a

logit estimation routine is used.35

Interestingly, none of the independent variables in
table 4 are statistically significant at any conventional sig-
nificance level, with the exception of theater school affili-
ation, which has a positive effect on success, significant at
the 10 percent level. This finding means that search sue-

cess or lack thereof is largely exogenous; i.e., not

explained by any other factors included in the model. A
user's perception of success or failure in the use of the cat-

alog is independent of the other factors measured in the

survey. This could mean that success is a state of mind,
self-identified by the user and determined only by
whether the user's session on the catalog accorded with
his or her prior expectations.

■ Conclusions and Discussion

Our results indicate that users implementing subject
searches are more likely to be dissatisfied with the organ-
ization of the catalog than users of known item searches.
Moreover, users undertaking subject searches are more

likely to report difficulty navigating the catalog than
users of other types of searches. These findings are con-

sistent with earlier catalog use studies, which consistently
document problems with subject searching. Subject
retrieval is clearly a difficult issue with which the library
profession as a whole has been struggling for many years,
and our results confirm that subject searching remains

problematic in a Web environment.
Our study demonstrates that the most significant fac-

tor determining a user's attitude toward the Web catalog
is the perception of whether or not the search was sue-

cessful in finding what he or she was looking for. The sue-
cess or failure of the search is the most important
determinant of the user's judgment of catalog organiza-
tion and of whether he or she felt comfortable using it.
Users are more likely to assign high scores to catalog
organization and their ability to find their way around
the catalog if they perceive their search to have been sue-

cessful than if they believe the search failed. However, the
perception of success or failure itself is not explained by
the other variables included in the study. Neither the
user's level of experience with the catalog, the type of
search conducted, nor the number of results retrieved

explains the success of the search. This finding makes it
difficult to identify specific improvements in the design

of the Web catalog that would enhance the probability of
user success. As indicated above, a user's perception of
success appears to be largely subjective, driven primarily
by the expectations that the user brings to his or her ses-
sion on the catalog.

Therefore it will be critical to continue to emphasize
catalog searching techniques in bibliographic instruction
and training. Improvement in searching skills will ensure
that users have realistic expectations of what they can

achieve on the catalog and the ability to achieve these
tasks in an optimal way. Much of the bibliographic
instruction at CalArts is course-integrated. The ideal
method of instruction is point-of-use—for the user to

learn how to implement a search technique when he or

she actually needs to use it. Such instruction is likely to be
most effective in course-specific settings. For example,
music students would be taught how to search for scores
and sound recordings, while theater students would be

taught how to search for plays in collections. Continued
efforts in outcomes assessment will also be useful.
Students and faculty who attend bibliographic instruc-
tion sessions could be asked to evaluate the extent to

which their needs are being met.

The necessity of instruction is further reinforced by
our finding that the longer the time spent on a search and
the greater the number of search results, the more likely
the user is to feel lost on the catalog. This result again sug-
gests that instruction is needed to explain to users the
most efficient way to conduct searches for different types
of information.

Although our observation study did not explicitly
identify system design changes, it did confirm for the

library that the majority of users of the Web catalog were
successful in finding what they were looking for, rated
the organization of the catalog effective for finding infor-
mation, and felt comfortable navigating the catalog.36
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Appendix A. CALIS User Study Observation Form

The Library is conducting a study about how the online catalog is used. We're looking at ways the catalog can be

improved. I'd like to ask you to participate in the study because you're about to begin searching the catalog. Have you
participated in this study before? (IF YES, thank the patron and find another subject, IF NO, continue).

I will observe you and take notes as you use the catalog. This is not a test of your skills, it is a test of how well our

catalog works.
This should only take as long as you use the catalog, plus up to five minutes for you to complete a brief questionnaire

about your experience.

Date:
Time started:

_

Time stopped:

Search #1
1. Search terms:

Area selected:

Easy
Advanced
Databases
Reserve Room

My Account
Type of search:
Author
Author Keyword
Instructor/ course
Title
Title Keyword
Databases:

Subject
Subject Keyword
Keyword
Keyword
Limits/Numeric:
Number of results:
Number of titles:

Comments:

4.

Search #2
1. Search terms:

2.

3.

Area selected:

Easy
Advanced
Databases
Reserve Room

My Account
Type of search:
Author

Author Keyword
Instructor/course
Title
Title Keyword
Databases:

Subject
Subject Keyword
Keyword
Keyword
Limits /Numeric:

4. Number of results:
Number of titles:

Comments:

Search #3

1. Search terms:

2.

3.

Area selected:

Easy
Advanced
Databases
Reserve Room

My Account
Type of search:
Author
Author Keyword
Instructor/course
Title
Title Keyword
Databases:

Subject
Subject Keyword
Keyword
Keyword
Limits/Numeric:
Number of results:
Number of titles:

Comments:

4.
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Search #4

1. Search terms:

2. Area selected:

Easy
Advanced
Databases
Reserve Room

My Account
3. Type of search:
Author
Author Keyword
Instructor/course

Title
Title Keyword
Databases:

Subject
Subject Keyword
Keyword
Keyword
Limits/Numeric:

4. Number of results:
Number of titles:

Comments:

Appendix B. CALIS User Study
Questionnaire

1. How many years have you been at CalArts?
□ 1
□ 2
□ 3
□ 4
□ 5
□ 6
□ 7
□ 8-10
□ More than 10

2. Experience using catalog:
□ Constantly (5 or more times per week)
□ Frequently (2 to 4 times per week)
□ Occasionally (2 times per month)
□ Seldom (once a week)
□ Never

3. Are you:
□ BFA student
Year:

School/Program:
□ MFA student
Year:

School/Program:
□ Faculty
School/Program:
□ Staff

Department:

□ Alumni
□ Community /non-CalArts patron

4. Is English your native language?
□ Yes
□ No

5. When you searched the catalog today, please
explain what you were looking for? Be specific:

6. Did you find what you were looking for?
□ Yes
□ No
Comments on your catalog search:

7. The organization of the CalArts Library catalog is:
□ 1 Not effective for finding information
□ 2
□ 3
□ 4
□ 5 Very effective

8. When I was looking for information, I:
□ 1 Felt lost
□ 2
□ 3
□ 4
□ 5 Felt like I knew where I was

Additional comments:
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Analysis of Web-based Information

Architecture in a University Library:
Navigating for Known Items

David Robins and

Sigrid Kelsey

This paper presents a descriptive study of the Louisiana

State University Libraries' Web site. The intent of the
study was to gain some idea of user demographics and

satisfaction with the site at a given point in time and to

test the site's navigation system. We wished to find out

who was using the site, why they were using it, and to

what extent they were satisfied with the site's navigation.
We then assigned tasks (searching for known items) to

subjects to better determine the extent to which the site's

navigation system facilitated locating information on the

site. Evaluation of the navigation system was based on a

ratio ofcorrect clicks to the sum of incorrect and back but-

ton clicks. This ratio may be compared to some predeter-
mined optimal number of clicks needed to retrieve a

known item. The implications of this research are both

theoretical and practical. These models of in-house, Web-

based information seeking may be used by other institu-
tions of a similar nature that seek to provide useful Web

sites for their users as well as to provide a basis for fur-
ther research on the problem ofWeb-based development of
information retrieval systems.

In
fall 1999, the Louisiana State University (LSU)

Libraries Web site contained more than six thousand

layers: files ending with the extensions html, htm, or
txt. The site provides access to databases, full-text jour-
nal articles and books, information about the library
staff and hours, forms to reserve library classrooms, and
more. With usage during the low time of day in 1999

greater than that for the peak time in 1995, it is obvious
that the Web site is used more and more frequently for

many purposes. In order to facilitate successful research

through the libraries' Web site, it is necessary to analyze
researchers' behavior when searching the Web site.

The LSU Libraries Web site was redesigned at the start
of the spring 1999 semester. Prior to the redesign, the LSU
Libraries Webgroup conducted library-wide forums open
to all library employees. The Webgroup asked the forum

participants to fill out a brief survey, discussing what they
thought the major problems of the Web site were.

David Robins (drobins@pitt.edu) is Assistant Professor at the

University of Pittsburgh School of Information Sciences; Sigrid
Kelsey (skelsey@lsu.edu) is Electronic Reference Services and
Web Development Coordinator at Louisiana State University
Libraries, Baton Rouge.

Furthermore, the Webgroup presented various library
Web sites to the participants, facilitating a discussion on

the methods and styles of other library Web sites, and tak-

ing notes on the comments. Finally, the Webgroup pre-
sented the participants with several prototypes of a new
Web site (first layer only) and solicited feedback.

Based on the feedback from the forums, five new pro-
totypes for Web pages were designed, and the Webgroup
asked the library employees for more feedback. The

Webgroup research resulted in a new design for the LSU
Libraries Web page, using a directory structure with
seven headings: LOLA—online catalog, Electronic

Resources, Key Links, General Information, Services,
Library Department and Campus Libraries, and Search
the Libraries' Web Pages.

The major problem specified at the forums was navi-

gation: people did not always know where to click to find
what they were looking for. The new design attempted to

solve this problem in several ways: the new directory
structure with related links under each heading made

navigation more intuitive; a Search this Site feature, for-
merly available deeper within the site, was moved for-
ward to the front layer; and an A to Z: Web Site Contents
was added under the General Information heading to

alphabetically list Web pages and topics likely to be
searched for by Web site users.

Shortly after the new design was implemented, a link
to the Web survey was added to the home page to survey
users about the Web site design, initiating our research.

■ Problem

The ideal library Web site leads its patrons to whatever
information they are seeking in a straightforward and
efficient manner. The organization, wording, and content
of the Web site are important in leading its users to
desired information. Web pages can be organized in a

number of ways: a directory structure is one of the most
common ways to organize a site. Site maps, tables of con-
tents, and search engines can help organize a Web site
and facilitate easy navigation. The Web site developer
must decide which of these materials to use, and how to

best use them. In addition to the structure of the Web site,
the developer must take into consideration the vocabu-
lary on the site, such as library jargon. The following
questions must be considered: What is library jargon? Are
such terms as "indexes" and "databases" jargon? Some
libraries have switched to using phrases such as "look for

journal articles here." The library Web developer must
decide whether eliminating such terms as "indexes"
dumbs down the language of the libraries' site or

enhances usability. This paper outlines some protocol
library Web site designers can follow to ensure their Web
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Figure 1. A screen shot of LSU Libraries Home Page, www.lib.
Isu.edu. (Note: the site may have changed by the time this article is
published.)

sites are providing contained information in a manner

easily accessible to the library patrons.

■ Related Literature

The practice of creating Web-based information resources

for libraries, or any other organization, is a new one. The
Web has only been in existence for about twelve years,
and the graphical browsers making it accessible to a

broad base of users have only been available for about
seven years. In addition, it has only been within the last
four or five years that Web site development tools have
made it possible for developers without sophisticated
technological training and experience to create Web sites.
The art of Web site development is in its infancy.

User-behavior studies became prevalent in the early
nineties, usually regarding CD-ROMs. Many early stud-
ies survey the amount of success the users have in search-
ing various databases; some of these discuss redesigning
interfaces based on the user behavior. Many of these stud-
ies are listed and abstracted in "User's Information-

Seeking Behavior: What Are They Really Doing? A

Bibliography."1

Some early studies include the one conducted by
Puttapithakporn in 1990, which surveys twenty-three
students in an information science class searching ERIC
on CD-ROM.2 The focus of the article presents problems
the students encountered. Bucknall and Mangrum study
the CD-ROM service at the University of North Carolina

at Chapel Hill, concluding that librarians need to be pre-
pared to instruct first-time users as well as respond to

complex search questions, and that most users prefer staff
assistance to other forms of help.3 Culbertson's study uses
Total Recall, software created by Computer Foundations,
to capture the keystrokes of CD-ROM users.

4 Culbertson
notes that users rarely use advanced searching options,
and recommends user training.

In the mid-nineties, user studies regarding systems
created within the library begin to appear in the litera-
ture. The conclusions mention redesigning interfaces
rather than focusing on better user training. Catledge and
Pitkow present an early study of user behavior with rec-

ommendations for Web interfaces in their paper
"Characterizing Browsing Strategies in the World Wide
Web."5 The authors use a log analysis to recommend
interface features, such as placing must-see information
within two to three jumps of the initial home page, and

using indexes throughout the site.
In a 1998 article, Carter examines the Indiana

University-Purdue University, Indianapolis (IUPUI)
library Web site interface, initially surveying staff about
the site, and following up with a task questionnaire simi-
lar to the one we sent out to students.6 Carter asked

library staff familiar with the interface to complete the

questionnaire; we asked LIS 1001 students, many of
whom had never used the Web site, to complete ours.

Carter counted the number of clicks for each task, also
similar to our study. Finally, Carter sent out a survey to

the library staff comparable to the survey we posted on

our Web site. She concludes with some basic tips, such as

having a link back to the main menu, and creating a

broad menu structure.

Veldof, Prasse, and Mills discuss two types of usabil-
ity evaluation methods, and recommend a combination
of the two: studies with real users, and ones without real

users, such as applying a set of heuristics to the design. 7
In our studies, we have combined several types of both
methods. Jakob Nielsen's usability engineering principles
and the three-click rule are examples of heuristics.8

While some principles of design are available for
librarians to follow as they attempt to provide Web-based
information resources for their users, and there are some

empirical studies that provide a solid basis for design, the
area of research is a new one. Furthermore, academic
libraries provide various levels of complexity that a Web
site must address. For example, these sites must provide
links to bibliographic databases; the library's Online
Public Access Catalog (OPAC); general information about
the library, such as hours, services, and departments; and
internally created resources, such as Web pathfinders for
specific subject areas.

General Web design guidelines, or heuristics, offer
useful tips and information to begin evaluating a Web site.
Nielsen's Top Ten Mistakes in Web Design, for example,

ANALYSIS OF WEB-BASED INFORMATION ARCHITECTURE I ROBINS AND KELSEY 159



provides some clear, simple guidelines every Web site
should strive to implement, such as avoiding complex
URLs and nonstandard link colors.9

Rosenfeld and Morville identify a wide variety of
issues related to what can be called information architec-
ture (IA). 10 1A is a term that has come to represent efforts
to develop best practices for the design of Web-based
information sources. Navigation systems, taxonomies,
and other organization systems, search systems, labeling
systems, and overall site design are all subsets of IA. Our
focus here is on navigation, but as Rosenfeld and
Morville point out, navigation systems are inextricably
tied to such subsystems as labeling and organization.
Robins presents another explanation of IA as a tool for
records management. 11

Navigation in large Web sites presents challenges for
Web site designers. Some of the issues related to naviga-
tion include:

■ labeling: for example, whether one should use pre-
cise, technical language, or labels more appropriate
for the nontechnical user;

■ hierarchy and context of navigation systems: which
pieces of the navigation system should appear on

every page, and which pieces should appear only on
some pages; and

■ breadth and depth of menu systems.
Dietrich, Gordon, and Wexler examine the issue of

breadth and depth of Web-based menus and find that
users make fewer errors when menu systems are broad
rather than deep. 12 Similarly, Morkes and Nielsen find
that most Web site users (79 percent in their study) do not
read content word by word, but rather scan pages.

13

Presumably, the users are looking for something specific
that they suspect might be on the page or something less
well-defined (i.e., they may be operating under the

assumption that they will know what they are looking for
when they see it). In any case, a broad menu system
allows a user to easily scan its contents for the path to

desired information by allowing a user to rely on recog-
nition of the desired link as opposed to attempting to

recall or decipher a more general heading.
Based on our findings of similar studies and related

writings, we decided to test the effectiveness of LSU
Libraries' navigation system design.

■ Research Design

In order to study the effectiveness of our Web site's navi-

gation system, we chose to:

■ conduct a Web survey to determine the current atti-
tudes toward site usability; and

■ develop and implement a series of navigation tasks
for undergraduate students enrolled in basic library
research courses.

The task's design is based largely on principles put
forth by Nielsen. 14

Step 1: Usability Survey

In order to obtain a general notion of users' attitudes
about the current site's usability, we developed an instru-
ment to elicit information from users about their experi-
ence using the library system's Web site. The instrument
we used was based on questions found on a standard
software usability instrument, the Software Usability
Measurement Inventory (SUMI). 15 SUMI is designed to

evaluate productivity applications such as word-proces-
sors and spreadsheets.

Because we were studying the usability of a Web site,
with which users interact somewhat differently than

they do with productivity software, we made certain
modifications to the instrument. For example, SUMI asks
subjects to respond "agree," "undecided," or "disagree"
to the following statement: "It takes too long to learn the
software commands." In this case we decided not to use

the statement in the survey because there are no com-

mands to learn on the Web site. Similarly, we substituted
"Web site" for "software" to make the statements more

appropriate for our purposes. Finally, we chose not to

use SUMI's three-tiered response system. Using the
instrument, the respondents rated their level of agree-
ment on a Likert scale of 1 to 5 (1 = strongly agree, 5 =

strongly disagree). We chose to have subjects scale their

responses so that we could get a more general picture of
their attitudes toward the site's usability. We hoped to

gain from the administration of the instrument a better

understanding of navigation and discovery, design, and
overall feelings.

Items in the navigation and discovery section sought
to elicit attitudes about the respondents' ability to find
what they were looking for. Furthermore, we wanted to

find out if users found unexpected, serendipitous infor-
mation resources by using the site. Finally, some of the
items in this section sought to find out if the terminol-
ogy used on the site was a problem. The second category
of survey items dealt with the site's design: how fast the
site loaded; the consistency of layout, graphics, and
headings; and colors. We wanted to know if the Web site
looked and felt like other Web sites with which people
were familiar. The third category attempted to obtain
users' overall attitudes and feelings about using the Web
site. Table 1 shows the survey instrument with items
listed according to purpose.
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Table 1. Questionnaire Sorted by Question Type

Type # Item

D 1. I like the menu system on this Web site

D 2. This Web site is slow

D 3. The color combinations on this Web site should be changed
D 4. This Web site "behaves" like most other Web sites

D 5. The menus on this Web site are confusing
D 6. There is lots of help available on this Web site

D 7. This Web site was designed with users in mind

D 8. The Web site responded rapidly during navigation
D 9. The Web site has a consistent "look and feel" throughout
D 10. I like the colors on this Web site

N 11. The terminology in the menus was familiar to me

N 12. I always knew where to find what I was looking for
N 13. I found ONLY the information I was looking for and nothing else

N 14. I had to go through too many menus to find what I was looking for

N 15. The search mechanism on the Web site was helpful
N 16. It takes too long to find something on this Web site

N 17. I sometimes wonder whether I'm clicking on the right menu
N 18. The Web site provides the opportunity to discover information

N 19. The menus on this Web site are logically constructed
N 20. Navigation of this site was problematic
N 21. The categories on the main page provided a guide to the information I needed

N 22. I unexpectedly found useful information on this Web site

N 23. It was easy to find specific information on this Web site

O 24. I needed help finding what I needed on this Web site

O 25. Using this Web site was fun

O 26. I felt frustrated using the Web site

O 27. It took too long to find what I wanted on this site

O 28. I felt lost on this Web site

O 29. Going to the library makes me uncomfortable

O 30. I enjoyed using this Web site

O 31. I would recommend this Web site to my colleagues
O 32. I felt tense using this Web site

O 33. There was too much jargon in the menus

O 34. Using the library, in general, can be frustrating
O 35. I'll definitely use this site in the future

D = Design, N = Navigation/discovery, O = Overall feeling

Step 2: Navigation/Usability Tasks

In order to observe how people use the Web site, and to

determine navigational problems associated with the site,
we set up a number of tasks for users to perform. The
tasks were all searches for information known to exist on

the Web site. For this study,
314 undergraduate students in
various sections of LIS 1001

(Library Research Methods and

Materials) were asked to per-
form searches. Each student was

assigned two tasks, and students
who completed the assignment
received extra credit in the
course. Because the assignments
were distributed during the
first week of class (before the
students were taught about
the Web site in class), the stu-
dents completing the tasks rep-
resented a cross section of

undergraduates from a variety
of departments. The variance in
the distribution of each task is
due to how the assignments
were handed out—in some

classes, they were not shuffled
before handing out, so that more
students received the same

assignments. Table 2 shows the
breakdown of tasks, the number
of students involved, and the
minimum number of naviga-
tional moves necessary to com-

plete each task. Each subject was
asked to document each naviga-
tional move they made during
their attempt to complete their

assigned tasks. A navigational
move was defined as a click on a

hyperlink.
Analysis of these tasks pro-

ceeded on two conventions.

First, the starting point of each
task was the LSU Libraries Web
Site. Therefore, any navigation
necessary to get to the LSU
Libraries Web site was not

counted as a move necessary to
————— complete a task. For example, if

a subject documented that they
went to the main LSU Web site
first and then used three clicks
to get to the LSU Libraries Web

site, and then proceeded to complete the assigned task,
the first three navigational moves were not counted. The
second convention used to analyze navigation data was

that finding the link to the desired information consti-
tuted completion of the task. That is, clicking on the link
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Table 2. Navigation Tasks Assigned to Subjects

Task
number

Number of

Task potential subjects
Minimum number of

moves to complete task

1 How does one reserve one of the library's electronic classrooms? 20 2

2 Who is the Dean of Special Collections? 21 2

3 What is Sigrid Kelsey's e-mail address? 36 1

4 Find what Y2K resources are at LSU Library 20 1

5 Find a page containing databases related to art 20 1

6 Find a link to the Medline database 37 1

7 Find a link to Project Muse 43 2

8 Find the phone number to call to renew a book 43 1

9 Find the call number to Vanity Fair by William Makepeace Thackeray 37 1

10 What time does the Design Library close on weekdays? 37 2

Total 314

Note: The difference in the number of subjects assigned to each task is due to the fact that subjects were drawn from several sections of a class (LIS 1001

(Library Research Methods and Materials)). Each section varied considerably in number of students enrolled. Subjects are "potential" subjects because

participation was not compulsory. Rather, extra credit in the course was the only inducement offered for participation.

to the page containing the desired information was not

counted in the total navigational moves necessary to

complete a task.
Another consideration in analyzing navigational

moves was the minimum number of moves necessary to

complete a task. In a Web site of any complexity, there
may not be one right way to retrieve a known informa-
tion item. In fact, on most of the assigned tasks, we iden-
tified more than one way to navigate to the desired
information. Therefore, it is more appropriate to talk
about the optimum or minimum number of moves. In
some cases, it was possible to navigate various paths from
the libraries' home page to the desired page and still com-

plete the task in the minimum number of moves.

Finally, in analyzing subjects' navigation of the site,
we used the coding scheme shown in table 3. Each move

documented by subjects was coded according to the
scheme presented in table 3, and totals for each were

counted. This phase of the study was designed to address
research questions 4 and 5 dealing with navigational
processes and whether users were successful.

■ Results

The results of this study are presented in the order that

they address the research questions. Results are also pre-
sented to reflect the stages specified in the research design.
The usability survey in step one addressed the research
questions "Who is using the LSU Libraries' Web site?",
"For what purposes do users consult the LSU Libraries'

Table 3. Coding Scheme Used to Analyze Tasks Assigned to Subjects

Code
Abbreviation Code name Description

I Incorrect Any navigational move that will not directly lead to the specified known item

B Back one page, or Home Clicking any "back" or "home" navigational device

C Correct Any navigational move leading directly toward the specified known item

O Offsite move Using a source outside of the LSU Libraries Web site to find the desired information
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Web site?", and "What impressions about the site do its
users have?" The task analysis in step two addressed the
research questions In what ways do they navigate the
site? How successful are users when attempting to find
desired information on the LSU Libraries Web site?

Step 1: Survey Results

First, we will show what types of users use the LSU
Libraries Web site, for what purposes they use it, and
what impressions they have about it. In total, we had 129

responses to the survey, but many of the subjects had to
be deleted because they did not respond to a majority of
the items on the survey. We made the determination that
if a respondent left only two or three items blank, we
would tally his or her responses. Therefore, the totals in
table 4 (indicated under "n") are not always the same, but
the range among those totals is only three (mean = 64,
median = 64, mode = 63, standard error = 0.4).

The respondents represent a self-selected group
because we solicited responses in the form of a request
posted on the Web site itself. In the next section, we
describe the respondents' demographics.
Who is using the LSU Libraries' Web site, and how are

they using it?
Before discussing the results of our survey, we must state
the following caveats. First, the respondents were not

selected at random. Rather, they simply responded to a

request on the Web site to fill out the survey. As such,
respondents were self-selected. Second, and owing to the
fact that respondents were not under any sort of control
or obligation to the researchers, there is no way to assure

that respondents were being honest or accurate in their

responses. Third, the respondents heavily represent the
undergraduate population, so any deviation from the
mean is, in essence, a deviation from the undergraduate
mean. In any case, our goal with the survey was to get a
general feeling about how the users of this Web site

respond to using it. It is, therefore, in the spirit of gaining
baseline data that we proceeded with the survey.

In a three-month period, seventy-four respondents
filled out the survey. Out of the seventy-four respondents,
thirty-two (43 percent) were undergraduate students, fif-
teen (20 percent) were not affiliated with LSU, fourteen
(19 percent) were graduate students, six (8 percent) were
faculty, and five (7 percent) were staff. Two (3 percent) did
not report their status. There were not enough responses
in each respondent class to determine if differences were
real or biased. We did observe some tendencies, which
should, of course, be taken as possible future areas of
research and not as conclusive results. For example, fac-
ulty were more likely than students to disagree with the

statement, "The Web site provides the opportunity to dis-
cover information." Faculty agreed at a higher rate than

students that the site was jargon laden. However, since
there were only six responses from faculty, these results
are tentative at best.

Nevertheless, the purposes for which the site was

used were somewhat varied (see the summary in Table 5).
Of all respondents who indicated their primary purpose
for visiting the site (55 in all), 24 were just browsing, 24
were working on a specific assignment, and 5 were work-

ing on a dissertation or thesis. Most of the undergradu-
ates (28 indicated purpose) used the site for assignments
(17) and the rest used it simply for browsing (11). The 14

graduate students who indicated use were almost evenly
divided among just browsing (4), assignments (5), and
dissertation/thesis (5). Those not affiliated with LSU and

indicating use (6) were all browsing. Only one faculty
member and two staff members reported browsing and
one staff member reported working on an assignment.
What impressions about the site do its users have?
The results varied greatly, from comments such as this
one, from an English professor:

I consider the LSU Library Home Page "impossible." It
is highly inefficient. There are too mahy [sic] fine dis-
tinctions of primarily administrative interest. Especially
perplexing is the huge list of possible interfaces that one
receives when logging on from outside the library or

campus. It might be acceptable if some of these inter-
faces worked, but, alas, they are all either impossibly
slow or crash the host system (or crash it in virtue of

being slow and timing it out). I am an experienced com-
puter user and have used electronic library catalogues
all over the world and have never seen such a miasma.
Please simplify the system and arrange it intuitively
rather than on the basis of the arrangements you have
with software and database vendors. I have been work-

ing with this system now for 45 minutes trying to get a
single citation and have now given up in order to TEL-
NET to other remote libraries using my own independ-
ent browser.

There were also more positive comments, such as the

following, from a graduate student in library and infor-
mation science:

I feel that this is a fine attempt towards the ideal of a

totally intutative [sic] and very user-friendly Web site.
I am very, very pleased at the efforts laid out in this

cyber-document. Please continue to maintain it.

Survey respondents rated their level of agreement
with statements about the site's navigability and usabil-

ity, its design, and their overall feelings about using it.
Table 4 summarizes the results of these rankings.

The Web survey generated some basic idea about
how people searched the Web site and what they did and
didn't like. Because the nature of Web sites is dynamic,
the Web site did change over the timespan in which the
Web survey was offered. However, no drastic changes in
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Table 4. Survey Results Presented in Raw Numbers and As a Percentage for Each Item

Rating* Percentage*
Typet Item* Question 1 2 3 4 5 n Mean 1 2 3 4 5

D 2 I like the menu system on this Web site 14 18 16 9 12 69 2.81 20 26 23 13 17
D 3 This Web site is slow 16 12 15 20 6 69 2.83 23 17 22 29 9
D 4 The color combinations on this Web site should 10 4 16 18 21 69 3.52 14 6 23 26 30

be changed
D 5 This Web site "behaves" like most other Web 11 19 24 5 9 68 2.74 16 28 35 7 13

sites
D 12 The menus on this Web site are confusing 14 10 18 15 7 64 2.86 22 16 28 23 11
D 13 There is lots of help available on this Web site 8 7 28 11 10 64 3.13 13 11 44 17 16
D 20 This Web site was designed with users in mind 10 21 16 6 11 64 2.80 16 33 25 9 17
D 23 The Web site responded rapidly during navigation 9 20 19 9 7 64 2.72 14 31 30 14 11
D 26 The Web site has a consistent "look and feel" 12 21 19 5 5 62 2.48 19 34 31 8 8

throughout
D 35 I like the colors on this Web site 14 16 15 7 9 61 2.69 23 26 25 11 15
N 1 The terminology in the menus was familiar to me 15 23 16 4 11 69 2.61 22 33 23 6 16
N 6 I always knew where to find what I was looking for 7 13 12 17 18 67 3.34 10 19 18 25 27
N 7 I found ONLY the information I was looking for 4 6 25 9 22 66 3.59 6 9 38 14 33

and nothing else
N 9 I had to go through too many menus to find 20 16 12 9 10 67 2.60 30 24 18 13 15

what I was looking for
N 11 The search mechanism on the Web site was 10 18 18 7 11 64 2.86 16 28 28 11 17

helpful
N 16 It takes too long to find something on this Web

cifQ

15 13 12 14 9 63 2.78 24 21 19 22 14

N 17
silt?

I sometimes wonder whether I'm clicking on the 20 12 13 10 9 64 2.63 31 19 20 16 14

right menu
N 19 The Web site provides the opportunity to 18 19 14 3 9 63 2.46 29 30 22 5 14

discover information
N 22 The menus on this Web site are logically 6 26 17 8 6 63 2.71 10 41 27 13 10

constructed
N 25 Navigation of this site was problematic 10 15 16 13 8 62 2.90 16 24 26 21 13
N 31 The categories on the main page provided a 10 22 11 10 9 62 2.77 16 35 18 16 15

guide to the information I needed
N 32 I unexpectedly found useful information on this 9 15 23 8 8 63 2.86 14 24 37 13 13

Web site
N 34 It was easy to find specific information on this 7 18 18 10 9 62 2.94 11 29 29 16 15

Web site
0 8 I needed help finding what I needed on this 14 15 25 12 0 66 2.53 21 23 38 18 0

Web site
0 10 Using this Web site was fun 8 7 23 8 20 66 3.38 12 11 35 12 30
0 14 I felt frustrated using the Web site 18 10 8 14 14 64 2.94 28 16 13 22 22
0 15 It took too long to find what I wanted on this site 18 11 12 12 10 63 2.76 29 17 19 19 16
0 18 I felt lost on this Web site 10 15 12 13 13 63 3.06 16 24 19 21 21
0 21 Going to the library makes me uncomfortable 9 6 14 5 29 63 3.62 14 10 22 8 46
0 24 I enjoyed using this Web site 8 17 19 5 14 63 3.00 13 27 30 8 22
0 27 I would recommend this Web site to my 13 16 18 8 8 63 2.71 21 25 29 13 13

colleagues
0 28 I felt tense using this Web site 9 6 18 15 16 64 3.36 14 9 28 23 25
0 29 There was too much jargon in the menus 10 4 19 17 12 62 3.27 16 6 31 27 19
0 30 Using the library, in general, can be frustrating 18 9 15 13 8 63 2.75 29 14 24 21 13
0 33 I'll definitely use this site in the future 26 17 9 1 10 63 2.24 41 27 14 2 16

* Items were rated from 1 (strongly agree) to 5 (strongly disagree),
t D = design-related question, N = navigation/discovery question, and O = overall feelings.
t The numbers in the Item column are the order in which the items appeared on the survey as presented to respondents.
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the look and feel or organization of the Web site were

implemented during this time. While this survey gave us

some general ideas about user attitudes toward our Web
site, it did not provide any specific information unless the
respondents commented in such a way. Because of the
Likert scale, the survey recorded general feelings but not
the reasons behind the answers. Moreover, many users

filled out some answers when it was clear that their main
objective was to request a book or complain about the
facilities. Nevertheless, the information from the survey
gave us direction in formulating questions for the second
phase of the study; for example, 48 percent of the respon-
dents agreed (chose 1 or 2) that it took too long to find
what they were looking for on the Web site.

Step 2: Task Analysis

We wanted to see how the Web site's users navigated in
order to find information they wanted. To do so, we con-

structed a set of tasks for users to accomplish. Users were
instructed to find specific, known items in the site. In all,
there were ten tasks given to various sets of users, with
each user receiving two tasks. The variance in the number
of users completing various tasks is due in part to uneven

distribution. In some of the classes, the assignments were
not properly shuffled before handing them out.

Nevertheless, the percentages in the results give a clear
idea of which tasks were completed with the greatest sue-
cess. Because the menu system on this site is quite broad as

opposed to deep, it was possible to assign tasks that could
be accomplished in one or two moves. Therefore, it was
easy to identify when items were found in an optimal way.
There were times when subjects found alternate means of

getting to the known items using the optimal number of
moves, but these cases were rare. Ordinarily, a user needed
to take one path to the known item in order to get there
using the minimal number of moves. Moves are defined as

the point at which a subject made use of a hyperlink to
move from one point in the Web site to another.

Subjects recorded each move, correct or incorrect, and
the researchers coded the moves using a simple scheme:
C = correct move; I = incorrect move; B = clicking to go
back a screen; and O = offsite browsing. An example of
offsite browsing was when subjects used the LSU direc-
tory, or a 411 service, to find an e-mail address, as

opposed to using the LSU Libraries' Web site to do so.

They found the information, and while that is not strictly
incorrect, we were interested in the libraries site's naviga-
tion system, not in the subject's ability to find information
on the Web at large.

These categories were derived by analyzing samples
of moves, and were not decided upon a priori by the
researchers. This scheme allowed us to:

■ compare patterns of moves among different tasks;
■ compare patterns of moves within tasks; and
■ compare optimal moves with observed moves.

In what ways do users navigate the site?
We began the task analysis by looking at various compar-
isons of moves within and among tasks. In all, we

observed 772 moves by all subjects across all tasks. Total
moves within each task and for each category within tasks
are shown in table 6. In part, the data shown in table 6
address the question, "What percentage of move types
were observed for each task?" Here, we see that the task to
find a link to Project Muse appears to have been particu-
larly troublesome. Forty-three subjects made 159 moves in

completing the task, an average of 3.7 moves to accom-

plish what could have been done in 2 moves. Interestingly,
the same subjects performed the second most efficient task
(1.81 moves per subject) on the telephone renewal ques-
tion. Therefore, finding the link to Project Muse was diffi-
cult. Perhaps the difficulty was in the fact that the students
did not know what Project Muse was and, consequently,
did not know where to begin looking.

In addition, table 6 shows that 65 percent of all moves
were correct moves. This probably speaks well for the

Table 5. Purposes for Which Users Visited the LSU Libraries Site

Purpose Undergrad Grad Prof. Staff Not Affiliated Blank Total

Assignments 17 5 - 1 - 1 24

Browsing 11 4 1 2 6 - 24

Dissertation 0 5 -- - - - 5

Research 0 - 1 ~ - -- 1

Work 0 - - 1 - - 1

Total 28 14 2 4 6 1 55
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Web site in general. However, the percentage of correct
moves ranged from 91 percent (for the design library clo-
sure time task) to 44 percent (for the e-mail task). It is
unclear what this large range suggests, but it is probably
due, at least in part, to the fact that efficient navigation
relies on language to guide users to needed information.

Language is notoriously ambiguous, and users will have

problems making navigation choices; therefore much

thought should go into labeling design. 16
One point of interest in the data shown in the fol-

lowing tables is that two of the tasks, Sigrid Kelsey's e-

mail and Project Muse, instigated a high percentage of
off-site searches by users. We will see that Project Muse
was particularly troublesome for subjects in other ways,
but the e-mail address task Was not otherwise difficult.

Subjects may have been familiar with other services
from which e-mail addresses could be found, and imme-
diately sought out those resources. An additional point
of confusion may have been that the users were not

aware that Sigrid Kelsey is a libraries' employee, even
though she introduced herself while distributing the

assignments.
Another question we might ask about how users nav-

igate the site is, "Of all moves observed across all tasks,
what percentage occurred in each category?" This analy-
sis will enable us to see which tasks show unusually high
occurrences in each category. Table 7 addresses this ques-
tion. The Project Muse, art databases, and Medline tasks
accounted for 53 percent of all incorrect moves, 23 per-
cent, 17 percent, and 13 percent respectively. All other

tasks accounted for percentages ranging from 2 percent
to 11 percent. However, since more than twice as many
subjects were assigned to the Project Muse task com-

pared to the art databases task (forty-three and twenty
respectively), the latter seemed to have led subjects
astray more often.

The percentages of correct moves were relatively
evenly distributed among the tasks, with the exception of
the reserving electronic classroom, Sigrid Kelsey's e-mail,
Y2K resources, and the art databases tasks. These four
tasks accounted for only 22 percent of all correct moves,
and in each of these tasks, correct moves were equal to or
below the percentages of incorrect moves for those tasks.
These percentages are another indicator that subjects may
have had an unusual amount of difficulty with these

tasks, and may point to areas in which the Web site may
need redesign.
How successfully do users navigate the site?

Obviously, it is difficult to compare the ten tasks as

equals. Two factors complicate the issue. One is that the
tasks themselves are different. The other is that the same

groups did not do all ten tasks—each participant had
only two tasks. That being said, we can make some com-

parisons by calculating the average moves per task made

by each subject. This analysis will show whether there are

vast differences among tasks regarding each task's diffi-

culty. It will also provide a measure of the efficiency with
which subjects accomplished each task. In table 8, we
show data that rank the efficiency with which subjects
accomplished each task, measured as a ratio of correct

Table 6. Moves by Category and Task, with Percentages of Moves within Task Categories

Move
Incorrect Back/home Correct Off-site Total

Task No. of subjects No. % No. % No. % No. % No. %

Reserving electronic classroom 14 11 23 7 15 29 62 0 0 47 100

Dean of Special Collections 21 11 16 9 13 50 71 0 0 70 100

Sigrid Kelsey's e-mail 36 6 10 5 8 27 44 23 38 61 100

Y2K resources at LSU 20 11 30 8 22 17 46 1 3 37 100

Find art databases 20 21 30 11 15 39 55 0 0 71 100

Find link to Medline 37 16 17 10 11 64 67 5 5 95 100

Link to Project Muse 43 28 17 17 11 81 50 33 20 159 100

Find number for phone renewal 43 10 13 3 4 65 83 0 0 78 100

Call number to Vanity Fair (book) 37 6 8 8 11 58 77 3 4 75 100

Time design library closes 37 2 3 1 1 72 91 4 5 79 100

Total 308 122 16 79 10 502 65 69 9 772 100
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Table 7. Categories and Tasks Expressed As a Percentage of Moves within Categories across Tasks

Move
Incorrect Back/home Correct Off-site

Task No. of subjects No. % No. % No. % No. % Total

Reserving electronic classroom 14 11 9 7 9 29 6 0 0 47

Dean of Special Collections 21 11 9 9 11 50 10 0 0 70

Sigrid Kelsey's e-mail 36 6 5 5 6 27 5 23 33 61

Y2k resources at LSU 20 11 9 8 10 17 3 1 1 37

Find art databases 20 21 17 11 14 39 8 0 0 71

Find link to Medline 37 16 13 10 13 64 13 5 7 95

Link to Project Muse 43 28 23 17 22 81 16 33 48 159

Find number for phone renewal 43 10 8 3 4 65 13 0 0 78

Call number to Vanity Fair (book) 37 6 5 8 10 58 12 3 4 75

Time design library closes 37 2 2 1 1 72 14 4 6 79

Total 308 122 100 79 100 502 100 69 100 772

moves to the sum of incorrect and back moves (C/(I+B))
in each task. That is, we combined back moves with incor-
rect moves under the assumption that back moves were

the result of some mistake, real or perceived, that inclined
the subject to start over.

Of note is the fact that the design library closure ques-
tion was by far the most efficient search by our measure,
a 24 to 1 ratio of correct to incorrect and back moves. The

average ratio across all tasks was 2.51. The rest of the
tasks' ratios were much closer to the average, and seven

of the ten tasks were at or below the across task average.
Being below average, by our measure, means that the
search was less efficient, demonstrating a tendency for

subjects to make fewer correct moves or for them to make
more incorrect and back moves. Finding art databases
and Y2K resources were the least efficient, according to

this measure. Once users went off the libraries' site, the
circumstances changed, so we did not include off-site
moves in this formula.

Another way to examine the efficiency with which

subjects navigated the site is to ask, "How many moves,

on average, did each subject make during a task?" That is,
we address the issue of how closely the subjects were able
to approach the optimum number of moves for each task.
In addition, this question normalizes the effects of vary-
ing numbers of subjects in each task. As in table 8, we
used table 9 to rank the tasks from most efficient to least,
and similar results occurred, but not exactly the same. It

should be remembered that this measure was based

purely on how many moves were made per subject, and
not what kind. Therefore, efficiency by this measure is

closely linked to the optimal number of moves for each
task. The measure on which table 8 is sorted is moves-

per-subject minus optimal number of moves. Table 8
shows that the fewest number of moves-per-subject was
done finding Sigrid Kelsey's e-mail address, and the most
were spent on finding the link to Project Muse. None of
the tasks were accomplished, on average, in the optimal
number of moves, although individual subjects did rou-

tinely do tasks using optimal strategy.
It is illuminating to compare tables 8 and 9 as efficiency

measures. For example, the e-mail question was about an

average C/(I+B) ratio, and yet, it was the most efficient in
terms of average moves per subject. At the same time, the

design library closure time task was highest on the C/(I+B)
ratio and dropped to the middle of moves per subject rank-
ing. This is due to the fact that these are two different meas-
ures of efficiency. One is measuring correct versus incorrect
moves in each task, and the other is measuring the average
moves that subject made during each task. It is recom-

mended that analysts should refer back to the raw num-

bers (see tables 6 and 7, both of which express raw counts)
to ascertain why differences occur. In the case of the e-mail
and design library questions, it should be remembered that
subjects only made a total of two incorrect moves and one

back move, while making seventy-two correct moves. The
e-mail question's subjects made six incorrect, five back,
and twenty-seven correct moves. This indicates that, when
considering redesign questions, the part of the navigation
system that leads to e-mail addresses should be examined
more closely than that which leads to hours of operation
for branches.
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Table 8. Ratio of Correct (C) to Incorrect (I) Moves and Back (B) Moves

Task N Correct/incorrect or back Avg. correct/incorrect or back Difference

Time design library closes 37 24.00 2.51 21.49

Find number for phone renewal 43 5.00 2.51 2.49

Call number to Vanity Fair (book) 37 4.14 2.51 1.63

Dean of Special Collections 21 2.50 2.51 -0.01

Find link to Medline 37 2.46 2.51 -0.05

Sigrid Kelsey's e-mail 36 2.45 2.51 -0.06

Link to Project Muse 43 1.80 2.51 -0.71

Reserving electronic classroom 14 1.61 2.51 -0.90

Find art databases 20 1.22 2.51 -1.29

Y2K resources at LSU 20 0.89 2.51 -1.62

Total 308

Table 9. Comparison of Within-Task Differences between Moves per Subject and Mean Moves per Subject

N Total Column A: Column B: Column A Column C: Column A

Avg. moves/ Optimal minus Avg. moves/ minus

subj. within no. of Column B subj. across Column C
task moves/task tasks

Sigrid Kelsey's e-mail 36 61 1.69 2 -0.31 2.51 -0.81

Call number to Vanity Fair (book) 37 75 2.03 2 0.03 2.51 -0.48

Find number for phone renewal 43 78 1.81 1 0.81 2.51 -0.69

Y2K resources at LSU 20 37 1.85 1 0.85 2.51 -0.66

Time design library closes 37 79 2.14 1 1.14 2.51 -0.37

Find art databases 20 71 3.55 2 1.55 2.51 1.04

Find link to Medline 37 95 2.57 1 1.57 2.51 0.06

Link to Project Muse 43 159 3.70 2 1.70 2.51 1.19

Dean of Special Collections 21 70 3.33 1 2.33 2.51 0.83

Reserving electronic classroom 14 47 3.36 1 2.36 2.51 0.85

Total 308 772 2.51

■ Discussion and Conclusions

This study was conducted to find out more about how well
a particular Web site's navigation system works for various

people doing various tasks. We conducted a two-phased
study in which: (1) users were surveyed regarding their

opinions and feelings about the Web site in general and its

navigation system in particular; and (2) users were

assigned tasks to test the Web site's navigability. Two meas-

ures of navigation efficiency were developed in the course

of the study: (1) correct to non-correct moves for tasks; and
(2) average moves to optimum moves comparison. We
found that some parts of the site's navigation system
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worked better than others. It should be noted that this

study indicates what parts of a site's navigation system
should be investigated and what parts might be left alone.
This is an import-ant question when studying a site's infor-
mation architecture.

The two phases of our study helped identify prob-
lems, and may be used in the analysis of other sites. The
first phase identified areas in which there may be prob-
lems. For example, the quote that stated dissatisfaction
with the site provided us with specific information about
sources of problems in the site. In addition, while the sur-

vey items suggested that users were generally satisfied
with the site, there were also indications that some parts
of the site needed attention. For example, consider the fol-
lowing items and average results (on a 1 to 5 scale, 1 =

strongly agree, 5 = strongly disagree)
■ (item 6) I always knew where to find what I was look-

ing for (4.2)
■ (item 10) Using this Web site was fun (4.3)
■ (item 13) There is lots of help available on this Web

site (4.0)
■ (item 34) It was easy to find specific information on

this Web site (3.6).
Items 6, 10, and 34 are directly related to site naviga-

tion. These items do not give overwhelming support to
the notion that the site is easy to navigate. Item 10 is men-
tioned only as another way to subjectively evaluate the
overall effectiveness of the site.

Based on the results of the survey and assignment,
several changes were made to the Web site. Approx-
imately three hundred out-of-date files were removed so

that they no longer show up in the results of a Search
this Site search. A dynamic database listing all the data-

bases, indexes, e-journals, and subject guides now

makes it easier for patrons to find these resources by
topic or title. Moreover, cross-referencing links to e-jour-
nals of a topic appear if a user searches for databases
under that topic. This not only makes finding a database
easier for patrons, it streamlines the maintenance of the
Web site.

We were correct in adding an A to Z list in the initial

redesign—it was heavily used during the user tests. A

problem with the initial A to Z list that became apparent
during the users tests and surveys was that it did not con-
tain enough links. More than two hundred headings were
added to the A to Z list, making it more comprehensive
than before.

Our study provides a practical basis for further Web
site studies, whether on the LSU Libraries' site, or other
sites. To determine the final success of the study, further
research is needed to determine whether ratings of the
Web site and the success rate of searching for known
items are higher than in our initial study.
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E2M: Automatic Generation of
MARC-Formatted Metadata by
Crawling E-Publications

Siew-Phek T. Su, Yu Long,
and Daniel E. Cromwell

This paper presents a system called E-pub to MARC

(E2M), which automatically generates MARC-formatted
metadata by crawling e-publications. Thefunctions of its
two key components, the Web Crawler and the MARC

Converter, are introduced. The paper presents the meth-

ods and tools usedfor building the system. The process of
crawling and gathering pertinent metadata stored in the

e-publications and the transformation of the metadata

into MARC-formatted records are described in detail.
The complexity of the crawling and the record generation
processes are also described. A comparison between the

cataloging process of e-publication using the computer-
aided E2M process and manual cataloging is presented to

illustrate that the E2M process is a more cost effective
and efficient method of organizing and proving access to

e-publications.

The proliferation of scholarly electronic publications
(e-publications) on the Internet has posed a chal-

lenging problem for catalog librarians. The process
of manually cataloging information in this medium is
not only time consuming but also human-resource
intensive. In light of this challenge, the impetus of the

project team was to develop a more efficient and effec-
tive method to catalog this type of material with the aid
of a computer.

Bibliographic control of Web resources and its related
issues have been widely discussed and written about. 1

The issue of automating the e-publication cataloging
process is an important one. However, little has been
done in developing systems to automate the entire labor-
intensive cataloging process using WebCrawler technol-

ogy and techniques for automatic data conversion and

loading. Although WebCrawlers have been used to

extract information from Web pages, they are not pro-
grammed to extract the specific metadata needed for con-
structing catalog records and for loading them into

bibliographic databases. For example, the two notable
crawlers of the popular search engines, Google and
Internet Archive, crawl the entire Web and extract key-
words from Web pages to generate indexes for accessing
relevant Web pages.

2 Meta-crawlers, such as MetaCrawler
and Dogpile, integrate the search results obtained from
different search engines.3 Site-specific crawlers, such as

WebSPHINX, allow users to specify site-specific crawling
rules and perform so-called personal crawling.

4 The

Hermes notification service system uses a component
called wrapper to extract bibliographic data from HTML

documents on publishers' Web sites and generate XML

documents that contain bibliographic data. 5 The biblio

graphic data are typically the journal's table of contents
(TOC). A commercially available tool for cataloging Web
resources is the MARCit system.6 The system provides a

template for users to fill in such cataloging information
as URL, author, title, and subject headings to convert the
information to standard MARC-formatted records,
which can be loaded into the local library management
system. However, it does not have a WebCrawler com-

ponent to automatically access and harvest the Web page
metadata.

In contrast to the above systems, the E2M system
described in this paper deals with the entire e-publication
cataloging process. It starts with the automatic extraction
of metadata from Web pages and goes on to the conver-

sion of metadata into MARC-formatted records. Next,
these records are loaded into the local system for author-

ity verification. The final stage of the process consists of

exporting verified MARC records to the Online Computer
Library Center (OCLC) catalog for sharing with the bibli-

ographic information community.

■ Project Domain

The e-publications housed in the Extension Digital
Information Source (EDIS) database of the Institute of
Food and Agricultural Sciences (IFAS) at the University
of Florida (UF) is used as the project domain. 7 The EDIS
database is the official electronic database of IFAS' cur-
rent extension service and research publications. The
reason for choosing the EDIS database as the project
domain is a utilitarian one. It has been UF Library pol-
icy to catalog all IFAS publications. Currently there are

more than five thousand documents in the EDIS data-

base, out of which nearly four thousand are in electronic
format. 8 Moreover, thirty to forty new e-publications are

being added monthly. The benefits of automating the

cataloging process for this increasingly large database
are obvious. Furthermore, the structure of the IFAS e-

publications is somewhat standardized, making it ideal
to develop a WebCrawler to automatically harvest the
meta-information.

Siew-Phek T. Su (pheksu@mail.uflib.ufl.edu) is Associate Chair
for Central Bibliographic Services, George A. Smathers Libraries
and Yu Long (yul@ufl.edu)is Graduate Student, Electrical and
Computer Engineering Department, University of Florida,
Gainesville; Daniel E. Cromwell (fcldec@nersp.nerdc.ufl.edu) is
LMS Field Specialist, Technical Services, Florida Center for

Library Automation, Gainesville.
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■ Components and Operational
Process of E2M

Figure 1 shows the components of the E2M system and its

operational process.
The WebCrawler accesses and scans Web pages,

extracting relevant metadata from them. The extracted
metadata are represented in the form of data field names

and values. They constitute the input to the MARC
Converter. The converter transforms the metadata into
MARC-formatted records, which are then loaded into the

library's online management system. For this task, we use

the FULOAD program.
9 The computer-generated records

undergo an authority verification process before being
loaded into the OCLC database as acceptable MARC
records. We use the BatchBAM program as the authority
verifier to do authority verification. 10 To transfer records to
OCLC, we use the upload feature of the CLARR program
developed by Gary L. Strawn of Northwestern University
Library." The FULOAD and the BatchBAM programs were
also written by Strawn specifically to assist the UF library
staff in the automated processing of bibliographic records.
This paper describes only the two key components of the
E2M system: the WebCrawler and the MARC Converter.

I WebCrawler and Metadata

What is a WebCrawler and why is it ideal to use it for

harvesting metadata of e-publications? A WebCrawler is
"a program that automatically traverses the Web's hyper-
text structure by retrieving a document, and recursively
retrieving all documents that are referenced."12 Crimmins

presents an excellent review of Web crawling in which he
examines various strategies and approaches used for

developing different types of crawlers, such as scalable
crawlers, agent-based crawlers, and crawlers that are

designed for finding specific information. The design of a
WebCrawler depends very much on its application. 13 As
mentioned earlier, the WebCrawler developed for the
E2M (E-pub to MARC) project is for finding specific
metadata information in each e-publication page, such as

author, title, publisher, date of publication, and notes nec-
essary to generate a MARC record.

The e-publications residing in the EDIS database have
a somewhat standardized structure. Each e-publication
has all or part of the following metadata: titles, author,
section titles, subsection titles, summary, bibliography,
footnotes, and copyright information, in that order.
However, the specific format and the placement of these
metadata vary in different e-publications. The challenge
for the crawler is to be able to detect these differences by
scanning the HTML representation of each e-publication

e-Pub

Figure 1: Components and Operational Process

in which these data fields are not explicitly tagged. This,
of course, is more difficult than scanning and extracting
metadata from an XML-formatted document in which
metadata are tagged by field names. Our solution is to

make the best use of the tags in HTML to find the perti-
nent metadata we need to construct the bibliographic
record in MARC format. The following examples illus-
trate the challenge and the solution:

The title of the e-publication always appears as the
first data element in an IFAS e-publication. For authors,
which usually come after the title, we search for the infor-
mation between the tag "</hl>", which is the end tag for
the section containing the title information, and the tag
"<sup>", which is the beginning tag for the superscripted
footnote number that always follows the last author's
name.

A publication number (PN) is located in the footnote
section of the e-publication and has the following possi-
ble formats:

■ Alpha-numeric string with the alpha part always in
the upper case, such as:

- NEY-250
■ FCS 8155

■ Name followed by number, such as:

■ Bulletin 810
■ Fact Sheet ENH-88

Using the same method for locating the author infor-
mation, the program looks for the feature of the PN, start-
ing with a letter in upper case and ending with a numeral.

For the publication date, which also resides in the
footnote section, the program searches for the four-digit
year number.

In the process of harvesting the relevant information
from e-publications, the crawler occasionally encounters
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errors such as incorrect URLs, bro-
ken URLs, incorrect HTML tags, or
some type of system-generated
errors. When an error occurs, the
crawler records the error in an error

file. The search and extraction

process will continue, leaving those
errant e-publications to be dealt
with individually by the staff. Thus,
the process will not be blocked
when a noted error is encountered.

The Crawler uses a breadth-
first-search algorithm to locate all
linked pages.

14 The search starts
from a root page, fetches all the
URLs on that page, and puts them
into a first-in-first-out (FIFO) queue.
Next, it uses the first URL in the

queue to locate the next page,
extracts all its URLs, and puts these

newly fetched URLs into the queue
again. Whenever it finds a URL
for an e-publication, it starts to

extract the relevant metadata. It is
called a breadth-first-search method
because it will finish searching all
the URLs on one level before search-

ing for the URLs on the next level.
To illustrate the algorithm more

clearly, we provide the flowchart of
the crawling process in figure 2.

The user enters the starting URL of a Web page (i.e., the
root page) through the WebCrawler interface (shown in

figure 3). The system implementation and user interfaces
are described in detail in the later part of this paper.

m MARC Conversion Process

The MARC conversion process deals with the automatic

generation of a standard MARC-formatted record based
on the extracted metadata of an e-publication that is
embedded in the crawling process part illustrated in fig-
ure 4. In the conversion process, two types of data need
to be combined to form a MARC record, the crawled
data and the constant data. The crawled data are

extracted from e-publications. Data, such as author and

title, vary from e-publication to e-publication. The con-

stant data are data that should appear in all generated
MARC records. Some examples of constant data are

given below:
1. Publisher information in the 260 field: "[Gainesville,

Fla.] : University of Florida Cooperative Extension

Is it an e-pub

Figure 2: Crawling Process

Service, Institute of Food and Agricultural Sciences,
EDIS"

2. Technical note in the 538 field: "Internet access

required."
3. At head of title in the 500 field: "University of

Florida, Cooperative Extension Service, Institute of
Food and Agricultural Sciences, EDIS."

The constant data consists of two subtypes: the same

data that appear in every IFAS e-publication (see exam-

pies 1 and 3), and the data that are necessary to form valid
MARC records according to cataloging rules (see example
2). The user input the constant data through the
RecordFormat interface shown in figure 5.

The crawled data are stored in memory as an

ElecRecord object and the constant data are stored as a

MarcFormat object. These data are used to construct a

MARC-formatted record based on the structural specifica-
tion of the MARC bibliographic record. In order to achieve
better performance, we store the generated MARC record
in an in-memory buffer called OutputRecord instead of

writing it to a file immediately after its generation. The
accumulated MARC records in the buffer are written to a

file only when the buffer is full. After the output operation,

E2M I SU, LONG, AND CROMWELL 173



.*101 x|

Please set your record format before you start search!
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Figure 4: Conversion Process

the buffer is cleared and reused for the next batch of
records. Each batch contains the number of records set by
the user through the WebCrawler user interface as the
value of the variable named "Records per file" (see figure
3). In this way, we can reduce the number of time-con-

suming output operations. However, the value of Records

Figure 5: MARC Record Form

per file should not be set too high because some comput-
ers that run the E2M system may have a limited amount
of main memory space. From our experience, we recom-

mend that the value should not be set higher than one

hundred records.
For creating a record with the proper MARC format,

we first determine the various data fields and values that
are to appear in the finished product. We then create a

field-by-field list of cataloging rules to be used by the con-
verter in placing data fields and values in the proper for-
mat of a valid MARC record. The generated record can

then be confidently used by the bibliographic community.
We base the rules on the MARC format standard specifi-
cation, the Anglo-American Cataloguing rules (AACR2),
the International Standard for Bibliographic Description
(ISBD[ER]) and OCLC Bibliographic Formats and
Standards. 15 For example, the rule for the author/title
field is provide only one author access point and observe
the following rules:

■ Use the first-named author as the main entry (100:1 )
■ If more than three authors, use title as the main entry

(245:0 ) and the first-named author as an added entry
(700:1 )
In addition to these rules, we have to introduce addi-

tional rules for handling metadata elements that do not
conform to the data field restriction of the local online
library system. For example, the 520 field of the NOTIS
system has a length restriction of one thousand charac-
ters. However, the summary of an e-publication may
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exceed this limit. It does not make sense to simply trun-
cate the summary after the thousandth character. A rea-

sonable rule for the converter to follow is to find the last
sentence that fits the thousand-character limit and put the
remainder of the summary in an additional 520 field(s).

The upper and lower cases of letters in words that

appear in an IFAS e-publication pose a problem in con-

verting them to the correct cases in a MARC record. For

example, in an IFAS e-publication, all words in a title

begin with uppercase letters. However, according to the
AACR2, only the first word in the title should be in

uppercase, with the exception of acronyms, proper
nouns, and directional words followed by proper nouns.
To deal with this problem, we developed a proper name
table, which consists of a set of acronyms, proper nouns,
and directional words. The converter uses this table to

identify those words whose uppercase letters should not

be changed in the process of conversion. Some examples
of words in the table include:

■ geographic names, such as "Florida";
■ directional word before a geographic name, such as

"South Florida"; and
■ acronyms, such as "EDIS."

Before the process of automatically generating the
MARC record could take place, we also had to decide on

the type of record we would like the converter to gener-
ate. We opted for encoding level K (less-than-full level)
records to avoid having to assign subject headings and
call numbers, and to establish entries for secondary
authors. To make up for the lack of subject headings, we
decided to include section and sub-section titles in con-

tent notes and the summary as summary notes to provide
keyword access.

Another problem we had to solve was how to handle
different versions of an IFAS e-publication. Unlike

printed documents, for which each edition is separately
published and cataloged, only the current version of an
IFAS e-publication is made available, replacing the old
version. The new version has the same URL as the old
version and has a notation in the text indicating that the

publication date is the revision date. The policy of keep-
ing only the current version creates a problem and a

challenge for maintaining the accuracy of a biblio-

graphic record. Technically, an existing bibliographic
record should be modified to contain the publication
date of the new version. However, it is quite costly not
only to update the date each time a new version appears
but also to track when the new version appears. The

approach we have taken to deal with the current version

problem is to code the type of date and publication sta-

tus as "m" (a range of dates) and leave an open-ended
publication date. We also include a note to indicate the

date that the crawler viewed the Web page. An example
of this is "Title from Web page viewed on July 25, 2001."

The view date is the date that the metadata was har-
vested. In this way, we can use a single bibliographic
record to describe the potentially changing content of
the document.

The maintenance of the crawled URLs is another issue
we had to consider. The unpredictable mobility of
Internet resources creates a serious problem for librarians
because it compromises their services to the users and

imposes a burden on catalog maintenance. The Persistent
URL (PURL) resolution developed by OCLC serves as a

general solution to this problem. 16 We decided to use the
PURL server maintained by the Florida Center for

Library Automation (FCLA) to create two PURLs for each
IFAS e-publication; one pointing to the HTML version of
the Web page and the other to the PDF version.

Even though the basic structure of the e-publications
in the EDIS database is somewhat standardized, the for-
mats of the data values in these e-publications may vary,
as mentioned earlier. The inconsistent data formats pres-
ent a real challenge to write a general program to extract
the correct data and to generate MARC records in adher-
ence with strict cataloging rules. An example of the com-
plexity can be illustrated by the extraction of the author
information. The author information can appear as:

■ "P.J. van Blokland" and "van Blokland, P.J."
■ "John Smith, Ph.D." or "John Smith, Jr."
■ two or more authors separated by "and," by comma,

or by space

In the first example, it is not possible for the program
to distinguish correctly which character string constitutes
the first name and which the last name. In the second

example, unless a specific rule is written for the program
to ignore titles such as "Ph.D." and "Jr.," it will not know
that these characters are not a part of the name. In the
third example, there is no way for the program to count

the number of authors when there is not a consistent way
of separating each author unless all the possible separa-
tors are made known to the program.

Our current solution is to identify as many different

patterns and structures of metadata as possible and to

program the converter to recognize them. However, this
approach requires that the program code be modified or

extended if more deviant patterns and structures are

found. A better solution is to introduce a rule language
and write the deviant patterns and structures as rules.
The converter can then be programmed to interpret the
rules during the parsing of the character string to cor-

rectly extract the metadata. The development of such a

rule-driven parser for the converter is contemplated.
There are a number of Spanish language e-publica-

tions in the EDIS database. The use of diacritics in the

Spanish language text posed a unique challenge. The rep-
resentations of such diacritics as acute, tilde, and umlaut
in the HTML source code are different from the MARC 21
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Specification for Character Sets needed to construct

MARC records. 17 We have programmed the system to per-
form the conversion of acute, tilde and umlaut, which are

the most common diacritics in the Spanish language.
Future work can be done to set up a lookup table for spe-
cial characters in different languages.

The screen-shots in figures 6, 6b, 7, and 8 serve to

summarize the transformation process starting from an e-

publication to MARC communication format record to

the final product of the OCLC record. Figure 6 and 6b
show the Web pages of an IFAS e-publication that the
WebCrawler extracted; the image has been split to show
the beginning and ending of the document. The complete
document can be found at the following Web site:

http://edis.ifas.ufl.edu/HE796 (Accessed April 30,
2002). 18 Figure 7 shows the corresponding harvested
record in MARC communication format and figure 8
shows the corresponding OCLC MARC record.

The transformation of the author's name can be seen as

the record evolved. As shown in figure 6, the form of the
author's name in the e-publication Web page is "Garret D.

Evans, Psy.D." The harvested MARC record in figure 7
shows that the form of the name has been transformed to

"Evans, Garret D." with the elimination of the title,
"Psy.D." The final product, as shown in figure 8, presents
the authoritative form of the name of the author, "Evans,
Garrett D, 1965- ," after the record has gone through the

authority verification process. A cataloger manually
changed the form of the name to the established one. An
NAR (Name Authority Record) is created if the correct

form has not been established. The number of our NAR
submissions to NACO (Name Authority Cooperative)
Program has increased due to the loading of these E2M-

generated records. Another example to illustrate the trans-
formation of the e-publication to the MARC record is in the
title proper. In figure 6, the title displays as "The 'Fool-
Proof' Time-Out." E2M transformed the title into "The

'fool-proof' time-out," with the proper lower-case letters as

shown in figures 7 and 8. The second 500-field, with the

quoted note as shown in figure 8 and its corresponding
MARC communication record in figure 7, is extracted from
the Footnotes section of the corresponding e-publication
ending page shown in figure 6: "This document is Fact
Sheet FCS 2113, a series of the Department of Family,
Youth, and Community Sciences, Florida Cooperative
Extension Sendee, Institute of Food and Agricultural
Sciences, University of Florida. Publication date: April
1997. First published as HE 2101 June 1996. Reviewed:

April 1997."
From the Footnote information, the WebCrawler also

harvested pertinent data such as the publication date (260
I c) and the publication number (246 I b). Additional
information in other fields and subfields, such as the 043,
246 (except for the publication number), 260 (except for
the publication date), 500 "At head of title" note, and 538

Fie Edt View Favorites Tools Help B
4-Back * & Y) 3 i3tSearch jsJFavorites dfMeda Ji ,J A *

Adcfess |g http./Zeds tfas.ufl eduA-E796 -rj c^Go Links *

|Whole Document Navigator (Click Here) j£|

« UNIVERSITY OF

FLORIDA
Cooperative Extension Service
Institute uf fond »fl«J Agrkultut*: V.«nrv*

The "Fool-Proof" Time-Out-

Garret D Evans, P&y D -

Time-out is one of the most frequently used and successful behavior management strategies
for children ages 3 through 12 A "time-out" means placing a child m a quiet area where they
can calm down and think about how they can behave better It is a form ofpunishment that
should be used when children break family rules Time-out will only work as a punisliment if
the "tune-in" is full of enjoyable activities with lots ofpraise and encouragement h om
parents Time-out teaches a child w hat they are not supposed to do However, praise and
rewards are important tools for teaching a child the good behaviors that should replace their
bad behavior

Internet

Figure 6: E-Publication Web Page, Beginning

Fie Edt View Favorites Toots Help D
■^Back £ 3D :3 ^Search _tjFavorites ^Meda Jl ,J i - J A O

Mtiress j<y http://edte.lfas.ufl.edu/HE796 3 6*Go Links *

! Whole Document Navigator (Click Here) J Printer
Friendly

children and will become openly defiant over attempts to place diem in time-out Use other methods of punishment 3
such as taking away privileges, assigning more chores, or curfews as punishments for older children

Remember, tune-out is considered an effective "first-line" strategy for correcting your child's misbehavior Use it
this way However, always combine it with lots ofpraise, positive reinforcement, and pleasant time with your
child You'll find that tiiese enjoyable activities will encourage your child to behave well and avoid time-out

Footnotes

1 This document is Fact Sheet FCS 2113. a series of the Department of Family. Youth and

Community Sciences. Florida Cooperative Extension Service, Institute of Food and Agricultural
Sciences, University of Florida. Publication date: April 1997. First published as HE 2101 June 1996.
Reviewed: April 1997.

2 Garret D. Evans. Psy.D.. assistant professor. Clinical Psychology, Department of Family. Youth and
Community Sciences. Cooperative Extension Service. Institute of Food and Agricultural Sciences.
University of Florida, Gainesville FL 32611.

The Institute of Food and Agricultural Sciences is an equal opportunity affirmative action employer authorized to
provide research, educational information and other services onlv to individuals and institutions that function

Figure 6b: E-Publication Web Page, End

fields, are the constant data taken from the record tem-

plate, as shown figure 5.

I System Implementation and User
Interfaces

The key components of the E2M system, the WebCrawlei
and the MARC Converter, are both written in the Java
programming language.19 We chose Java not only because
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Figure 8: OCLC Record

(FMT) field will always be coded as "B," the Record
Status (STAT) coded as "n," and the Encoding Level (E/L)
as "K" to indicate that the generated MARC record is a

less-than-full level bibliographic record.
After filling in the first form, the user accesses the sec-

ond form shown in figure 3. This form allows the user to
enter the URL of a Web page (i.e., the root page), from
which the Crawler would do a breadth-first search for all
the hyperlinks as described in the WebCrawler and
Metadata section of this paper. The user can also enter the
URL of a particular e-publication for accessing the docu-
ment directly.

The user interface shown in figure 3 also allows the
user to specify a range of dates for traversing a subset of

hyperlinks that fall into the specified range, or a set of

specific hyperlinks for accessing the e-publications
pointed to by them. For example, in the Web page that
contains the hyperlinks to EDIS' new documents, the

hyperlinks are partitioned by dates as shown in figure 9.
The user may want the crawler to crawl for hyperlinks
within the date range from September 21, 2001, to

September 14, 2001. (Note that the dates are reversed
because of their position on the Web page. See figure 9.)
Another option the user has is to enumerate those hyper-
links from which the crawler should perform the search

(e.g., IG148 to AN110). The reason for providing these
two search options is to give the user the added flexibil-

ity to specify which e-publications are to be processed.
The "Records per file" field in figure 3 is for setting

the desired number of records for each output file. The
"035 suffix" field is for inputting a unique suffix to be
included in the 035-field (system control number field).

To facilitate the editing of the proper name table, we
developed a form consisting of three function-buttons:
"Add," "Find," and "Delete" for adding, finding, and
deleting entries from the table, respectively (see figure 10).

its platform-independent feature allows us to install the

system on any Java-enabled computer, but also because
its object-oriented feature is easy to program, debug, and
update.

To crawl for metadata of e-publications, different

library institutions or users may want to extract different
metadata and convert them into the desired MARC

records. To avoid reprogramming the converter each time
a different MARC record is desired, we use a form-driven

approach to implement the converter. A record template
that contains a standard set of data fields for monographs
is predefined and accessed as a form by the user through
a browser (see figure 5). The user completes the form by
assigning values to the data fields shown in the template.
All these values will appear in each of the generated
MARC records. For example, in figure 5, the Format

■ Discussions and Ongoing Work

We implemented and fully tested the system using a sam-

pie of approximately five hundred e-publications.
Experimental results indicated that the system was an

effective and efficient method to catalog the e-publica-
tions residing in the EDIS database. We then put this sys-
tern to use in the real library environment in July 2001.

Using the E2M system, we generated and loaded over

2,500 MARC-formatted records in our local online data-
base and uploaded more than two thousand records to

OCLC. The process of harvesting the relevant metadata of
the e-publications, converting the crawled metadata to

the MARC-formatted records, and loading the MARC
records into the local database was very fast. The most

time-consuming part was the manual review of each
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record and the follow-up work resulting from the author-
ity verification process to make sure that the records met
acceptable standards for sharing with the bibliographic
universe. The individual tasks and their throughput time
per hundred records were:

■ Crawl for metadata and convert them to MARC
records: 10 minutes

■ Load records into online library management system:
2 minutes

■ Authority verification and corrections: 180 minutes
■ Create PURLs: 15 minutes

■ Transfer records to OCLC: 60 minutes
■ Total time: 267 minutes (2.7 minutes per record)
It is important to note here that the above processing

times are the average times taken from the results of sys-
tern testing at different times of the day. System perform-
ance can vary depending on network bandwidth and
workload.

We trained a student assistant to conduct the entire

process, with the exception of the authority verification

process and the final review, which are performed by
higher-level support staff or a catalog librarian. Thus, the
human resources needed to catalog this type of e-publi-
cations is minimal.

A comparison between the cataloging process of IFAS
e-publications using the computer-aided E2M process
and manual cataloging would certainly be useful. When
we cataloged the IFAS publications in the past, we used
the full-level encoding code, including assigning call
numbers and subject headings. The throughput time for
such original manual cataloging is about two records per
hour (thirty minutes per record). It is not fair to compare
this time with the time it takes using the E2M process
because in the latter we use a less-than-full encoding
code. Even if the time to do manual cataloging by using
less-than-full encoding level is, say, 25 percent of the full-
level encoding time (i.e., 7.5 minutes per record), the use

of E2M is still more advantageous (i.e., 2.7 minutes per
record versus 7.5 minutes per record).

A more direct and fair comparison is with the manual
cataloging of theses and dissertations, which uses the
less-than-full encoding level "K" code. Like the E2M

process, the thesis and dissertation cataloging process
also does not entail the assignment of subject headings,
and several fields in the record also have constant data.
Its authority verification process and the record transfer
process to OCLC are quite similar to those of the E2M

process. A student assistant is also involved in the theses
and dissertation cataloging process. Our performance
measure for cataloging theses and dissertations manually
is about 7 records per hour (i.e., 8.57 minutes per record)
as compared with the 2.7 minutes per record cataloging
IFAS e-publications using the E2M process. It is obvious
that the E2M cataloging process is more efficient and
effective, thus a less costly method of cataloging this type
of e-publication. A side benefit for using the E2M system
is that it allows us to contribute original bibliographic
records to the OCLC database and gain monetary credit
of $4.05 per record for the library.

All the E2M-generated records loaded to OCLC are

standard MARC less-than-full encoding level records
that follow AACR2. To avoid loading records with
errors, these harvested records went through manual
review as well as through an authority verification
process in which changes were made where necessary.
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These records are also new and unique additions to the
OCLC database. Before we did the initial loading of the

E2M-generated MARC records to OCLC, we checked in
the OCLC database for possible duplications. We found
that there are several records for IFAS extension docu-
ments, but they are for older paper documents and not

for e-publications. More than a decade ago, IFAS pub-
lished paper documents and distributed copies to other
land grant university libraries and the National

Agriculture Library (NAL). The output of publications
from most land grant institutions, including UF, was pro-
lific, causing a problem of cataloging these documents in
a timely manner. To help alleviate this problem, NAL
encourages that each home institution takes the responsi-
bility for cataloging its own publications. Thus, it is

unlikely that a library will catalog other institutions'
extension publications. In the meantime, IFAS abandoned

publishing extension documents in paper format in favor
of e-publications. Hence, the possibility of these docu-
ments landing easily in the hands of catalogers at other
institutions is slim because these documents now only
reside on the Web.

During the period of July through October 2001, we
loaded more than two thousand E2M-generated MARC
records into the OCLC database. In mid-March 2002 we

did a search in WorldCat to determine whether other
institutions were using these records as the basis for their
own cataloging. As we suspected, the search result
shows that only a handful of records have one other
institution's holdings symbol besides UF. We believe that
it is unlikely that other institutions would download

many of the E2M-generated records in OCLC because of
the nature of the publications. The importance of these
records going into the OCLC database is that they are

now available on FirstSearch and WorldCat to be used by
researchers, not so much to be downloaded into other

library databases. From our many years of experience in
cataloging extension publications in OCLC, we have
found that there has not been a pattern of libraries

aggressively seeking to catalog other institutions' elec-
tronic extension documents, except selectively. We also

believe that, in general, if other libraries were to derive

our E2M-generated MARC records, some of them may

improve these records by adding subject headings and

perhaps classification numbers. Otherwise, the standard

description that we provided as a less-than-full encoding
level record would be sufficient. This proves to be true

from the search we did in mid-March 2002. We checked
the library online database of a deriving institution and

found that subject headings have been added locally to

the derived record. None of the records that have other

institutions' holdings symbols attached have been

enhanced in OCLC. It would be interesting to track the

usage of these records in the OCLC and WorldCat data-

bases by doing a periodic search similar to the one

conducted in March 2002 to determine if the initial analy-
sis remains the same. There is a possibility that the result
of the analysis would be different due to the aging of
these records, an increased chance that these records
would be found and used.

In addition to the AACR2 MARC-quality records,
and the cost-effective and efficient method of organizing
and providing access to the IFAS e-publications, the E2M
project demonstrates two of the action steps identified by
the Library of Congress in its "Bibliographic Control of
Web Resources: A Library of Congress Action Plan."20

The E2M system is the product of a collaborative effort

among the IFAS Information Technology group, the
researchers in the Database Systems Research and

Development Center of the Computer and Information
Science and Engineering Department, and the UF librar-
ians. The collaboration leads to the ongoing exploration
of better methods for organizing Web resources and

development of other information access and dissemina-
tion mechanisms. This project has developed and
demonstrated WebCrawler technology, techniques for
automatic metadata extraction from e-publications
and automatic generation, and loading of standard
MARC-formatted records into the local library online

management system and the OCLC database. The com-

puter-generated records include such additional descrip-
tive information as tables of contents and summaries to

enable keyword searching. The records also provide for

explicit linking from the bibliographic record to the e-

publication via two PURLs.

Although the E2M project is a work in progress, it has

already proven to be effective in automatic cataloging. A
few tasks can be done to further improve the perform-
ance and flexibility of the system. For example, batch
transfer to OCLC, instead of record by record, will
improve the data transfer time. The creation of PURLs
can be automated and programmed as a part of the
WebCrawler's function. Our ongoing work also includes

developing a rule-driven parser for the crawler so that it
can extract metadata from other types of e-publications
without having to modify or reprogram the crawler. A

look-up table for special characters in different lan-

guages will allow the system to process non-English e-

publications. All these tasks are part of our ongoing
work to make E2M a more generic software system.
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Library Systems and Unicode: A Review
of the Current State of Development Laura Tull

Unicode, a standard developed in 1991, defines a univer-

sal character set for encoding the characters in the scripts
of the world's languages. Unicode implementation has
been gaining momentum in recent years especially in the

software and computer industry. Academic libraries with
collections of materials in multiple languages will want
to take advantage of Unicodefor display and searching of
materials in non-Latin scripts such as Arabic, Hebrew,
and Chinese. The focus of this article is a review of
Unicode and its incorporation in library systems.

Unicode
is a standard for a universal character set

for encoding the characters in the scripts of the
world's languages. It is a fully compatible 16-bit

version of an international standard developed by the
International Organization for Standardization (ISO)
and the International Electrotechnical Committee (IEC),
known as ISO/IEC 10646 or the Universal Multiple-
Octet Coded Character Set. The Unicode standard was

developed by a consortium of interested parties, known
as the Unicode Consortium, composed mainly of such

computer industry giants as IBM, Apple Computer,
Adobe Systems, and Microsoft. However, the library
world also had a stake in its development. Research
Libraries Group (RLG), Online Computer Library
Center (OCLC), and several library system companies
are members of the consortium.

Although the earliest version of the Unicode standard
was published in 1991, it is just beginning to be fully
incorporated into many systems. Its use is prevalent in
the computer industry in such programming languages
as Sun Microsystems's Java and such operating systems
as Microsoft Windows NT and Apple Computer's Mac

OS 8.5. Popular Web browsers, including Microsoft
Internet Explorer, Netscape Navigator, and the latest ver-
sion of Opera also support Unicode. With Web browsers
that can be set to view Unicode, switching back and forth
between different character sets is no longer necessary.
Taking advantage of the Unicode character set has

become easier in recent years with the availability of
Unicode fonts, such as Code 2000 and Code 2001, a

shareware font produced by James Kass, and Microsoft's
Arial Unicode MS. 1

This standard is important to libraries that collect
materials in many different languages and want to be

able to display the native scripts in their Web catalogs as

well as allow users to search by typing in the native

scripts. It is especially useful when trying to display a

record that may have multiple scripts, such as a record
that may contain both Arabic and Hebrew. The idea

behind Unicode was to develop one international charac-
ter set for all of the scripts of the world's languages. One

unique code would represent each character, even if that
character were used in multiple languages. This could

replace the multiple older and sometimes incompatible
character sets that are presently in use, including the
American Standard Code for Information Interchange
(ASCII) and the Extended Binary Coded Decimal

Interchange Code (EBCDIC) used by the computer indus-
try; ISO 8859 character sets, such as Latin 1; and other
character sets used in MARC records, such as the East
Asian Character Code (EACC) set. Unlike most of the
older 7- and 8-bit character sets, which were limited to 256
characters or less, the Unicode standard is based on 16

bits, allowing more than 65,000 characters to be encoded.
When it comes to transforming Unicode characters

into bits and bytes that can be stored or transmitted by
computer systems, there are three encoding forms that
can be used to comply with the standard: UTF-8, UTF-16,
and UTF-32. UTF-8 uses from one to four 8-bit code units
or bytes. The big advantage of UTF-8 is that ASCII and its

equivalent Unicode characters have the same value, mak-
ing it more compatible with existing software. Most Web
browsers also support UTF-8. UTF-16 uses one to two 16-
bit code units, and UTF-32 uses a single 32-bit code unit.
UTF-16, with its use of two 16-bit code units, allows for
the encoding of more than a million characters.

A crucial issue before libraries is how Unicode imple-
mentations will affect the exchange of records. Libraries

import records into their library systems from biblio-

graphic utilities, such as OCLC and RLG, that have huge
databases of bibliographic records representing scripts in
all languages. Record exchange between libraries as well
as with all sorts of companies around the world is now

quite common, and library systems will eventually need
to be able to import and export records in Unicode to do
business. During the interim period when everyone is
still implementing Unicode, companies will have to offer
record exchange in both MARC 21 character sets and
Unicode until Unicode becomes the dominant character
set used by most systems. The U.S. MARC Advisory
Committee approved a proposal to allow bibliographic
records to be encoded using Unicode in 1998. Currently,
the encoding of MARC records is limited to UTF-8 by
MARC 21 Specifications for Record Structure, Character
Sets, and Exchange Media. The characters that can be
encoded in UTF-8 are also currently restricted to the
MARC 21 repertoire of characters for the purpose of

enabling round-trip record exchange during the transi-
tional period when systems are switching to Unicode.
There has been much discussion about these restrictions.

Laura Tull (tull.9@osu.edu) is Systems Librarian at The Ohio
State University Libraries, Columbus.
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Some people are anxious to take advantage of the full
Unicode character set, which contains many more charac-
ters than MARC. Questions have arisen about how we

will define when the period of transition is over so that
we can ease these restrictions. There has also been discus-
sion about expanding the MARC 21 repertoire in order to
be able to use more characters. At this point, we still need
to proceed with caution and at the same pace to make
sure that all parties engaging in record exchange are in

sync. Otherwise, data could be lost in the process.

■ Literature review

A review of the library literature reveals many articles

explaining the Unicode standard but few about its imple-
mentation. Erickson provides a good background for the

history, purpose, and details of this standard and delves
into the history of character sets commonly used in
libraries.2

Zhang and Zeng speak about many of the barriers to

adopting and implementing the Unicode standard in

libraries, especially in East Asia.3 Some of the barriers they
specifically mention are that Unicode was not supported
in the MARC standards; major bibliographic utilities such
as OCLC and RLG did not have plans to implement
Unicode; and only a few library system vendors were

experimenting with implementing the standard. They
note that the new Unicode standard would require much

development by various sectors of the library world. They
also mention the concern of East Asian librarians that the
number of Han characters (used in Chinese, Japanese, and
Korean) in the Unicode standard is not enough to support
characters that occur in personal names, full-text docu-
ments, and rare books.

Aliprand provides background information on the
Unicode standard and addresses some of the cataloging
issues in libraries.4 She iterates the design principles of
Unicode, focusing in particular on the principle of encod-
ing characters, not glyphs. In other words, a character is
encoded only once even though it may appear in several
forms when written. Defending this principle against
those who advocate exact transcription of a work, she

points out that catalogers have always made compro-
mises when transcribing works that contain unique char-
acters and mathematical symbols. The important issue to
focus on is how a user will be able to retrieve this infor-
mation. Encoding characters instead of glyphs is more

efficient, less complex, allows for more effective searching
by users, and requires less software development.

Chachra describes some of the technical complexities
that arise in a Unicode implementation as well as other
issues that need to be addressed.5 He describes the ele-
ments of a true Unicode implementation, but makes the

point that Unicode is just one aspect of support for lan-
guages in a library system. Other aspects include creating
language translation tools, developing sorting mecha-

nisms, dealing with word parsing in specific languages,
and developing character mapping tools during the tran-
sition phase from the older character sets.

Many of the obstacles mentioned by Zhang and Zeng
have been addressed in recent years.

6 Unicode was

approved for encoding MARC records in 1998. The
MARBI Character Set Subcommittee started to develop
mappings to Unicode from most of the MARC character
sets in 1996 but, being unfamiliar with Chinese, Japanese,
and Korean, they established the East Asian Character Set
Task Force to deal specifically with mappings from EACC
to Unicode. The task force reviewed character mappings
that the Unicode Consortium had already completed and
identified missing characters. They also dealt with map-
pings for Korean Hangul and Japanese kana in addition
to punctuation and component characters. This work,
resulting in MARBI Proposal no. 2001-09, was completed
and approved in 2001. Now that their work is complete,
companies that are converting to Unicode can start to

incorporate some of these changes.
OCLC and RLG have also started to work with

Unicode. RLG started using Unicode in 2000 in Eureka,
the Web-based interface to their databases. The records
are currently stored in the MARC 21 character sets but
converted on the fly to UTF-8, an encoding format that

complies with the Unicode standard, for display in an

appropriate Web browser. Because RLG has already
developed the programs to convert records to UTF-8,
they are positioned to convert MARC 21 records in the
future as demand arises. In summer 2001, OCLC
announced that it had selected the Oracle database tech-

nology to replace its aging proprietary system for
WorldCat, its bibliographic database. This will allow the

organization to support Unicode and eventually encode
and store the vast amount of records representing materi-
als in languages from all over the world in Unicode.

Although they will be operating dual systems for some
time, this won't continue indefinitely; those libraries that
import records from OCLC will need to have library sys-
terns in place that can accept those records.

One of the obstacles mentioned by Zhang and Zeng
was the development required by companies that pro-
duce library systems.7 A survey of library system compa-
nies to see how this development is progressing is the
focus of this article.

■ Method

The author's goal was to survey library system vendors
who marketed their system to academic libraries to assess
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where this segment of the industry stands in relation to
Unicode implementation. The library system industry is
small, competitive, and, with mergers and buyouts, seems
to shrink regularly. The author identified companies by
using information from the survey of library system ven-

dors that appears annually in Library Systems Newsletter,
published by the American Library Association.8 The
author also used a Web site, Library Technology Guides:

Key Resources and Content Related to Library
Automation, created by Marshall Breeding at Vanderbilt

University.9 If it was still unclear whether or not a com-

pany marketed their system to academic libraries, the
author used the company's Web site to identify library
systems that fit that criterion. The author identified fifteen
companies and then e-mailed each company explaining
the project to find a contact person who had expertise in
Unicode. The survey was then e-mailed to that contact

person.

■ Results

Eleven of the fifteen companies responded to the survey.
Not all of the companies gave permission for their name
to be used in the article, so data is presented in numerical
form.

Of the eleven companies that responded to the survey,
six responded that their company had implemented the
Unicode standard within their library system. Five had
not (see table 1). Most of the companies that had already
implemented Unicode were headquartered in other coun-
tries. Of the five companies that had not implemented the
Unicode standard, four of them had plans to implement
by the end of 2003. Only one company did not plan to

implement Unicode, mentioning that in their market
other character sets were more prevalent.

There are two common methods of implementing
Unicode within the library system software. It can be

implemented as the native character set or it can be
enabled by mapping the characters in other character

sets, such as EACC, to Unicode. Five companies
responded that they had implemented Unicode natively,

Table 1. Unicode Implementation

Yes No

Has your company implemented the Unicode
standard in any way within your library system? 6

Does your company plan to implement
Unicode within the library system in the future? 4

storing at least some of the data in Unicode (see table 2).
When asked the open-ended question about what sort of
data was stored in Unicode, three companies responded
that all of the data was stored in Unicode (see table 3).
Another company stores all records, queries, results, and
configuration files in Unicode. One company responded
that the main bibliographic record is stored in formal
MARC structure but can optionally be stored in UTF-8, an
encoding format that will be explained in more detail
later in this article. The sixth company has enabled
Unicode by mapping their own proprietary character sets
to Unicode, although Unicode is the native character set
of their software application which uses Java.

Five of the six library systems used Unicode for record
editing (see table 4). Many library system companies had
developed ways to display and input native scripts before
Unicode came along by relying on special terminals or

software. This is no longer necessary because library sys-
terns can take advantage of the input method editors for
various languages incorporated into operating systems
that support Unicode, such as Windows.

Six systems support the UTF-8 encoding form (see
table 5), the only encoding form currently supported in
the MARC 21 Specifications for Record Structure,
Character Sets, and Exchange Media. Most Web browsers

support UTF-8, and since online public access catalogs
are displayed using Web browsers, it makes sense that

library systems need to support that transformation for-
mat. However, as the software industry moves towards
Unicode implementation around the world, support for
more than just UTF-8 may be necessary in the future for

easy exchange of records. For example, if you are trying
to import records from a source that uses UTF-16 and

your system supports UTF-8 only, then development will
be required to make that exchange. Three systems also

Table 2. Native or Enabled Unicode

Natively Enabled

Does the library system use Unicode

natively (i.e. is it built into the system)
or has your library system enabled
Unicode via some other means

(e.g., mapping of other characters to Unicode)? 5 1

Table 3. Storing Data in Unicode

Yes No

Does the library system store any data in Unicode? 5 1
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support UTF-16. Two systems support UTF-32 as well as
the other encoding formats. UTF-16, with its use of two
16-bit code units, allows for the encoding of over a mil-
lion characters. Thus, it can incorporate rare characters
and many more of the East Asian ideographs than the

65,000 characters in 16-bit Unicode.

Sorting and indexing can be tricky issues. The
Unicode standard provides a Unicode collation algorithm
that specifies an ordering for all of the characters.

However, for some languages this may not always pro-
duce the results that users expect. More development is
required on the part of library system companies to pro-
duce results that make sense to a user. The survey ques-
tion about sorting only addresses whether the library
system uses Unicode to sort, not the ins and outs of how
the system sorts for specific languages to meet user

expectations (see table 6). For example, Chinese,
Japanese, and Korean all share certain Chinese characters
in common in their written scripts. A common way to sort
the Chinese characters is by the number of strokes in a

character. However, Japanese and Korean scripts contain
Japanese and Korean characters as well as the Chinese
characters. Japanese users expect sorting by the pronun-
ciation of the Japanese characters in gojuon order. For
Korean, the Chinese characters should sort by stroke, but
the Korean characters should sort by Hangul (Korean
alphabetic order). When speaking with companies about
Unicode, it is important to understand how they deal
with sorting of specific languages.

The survey also asked the companies which scripts
their system supported. Each of the companies that had

Table 4. Importing and Exporting Data in Unicode

No
Yes No Response

Does your library system use

Unicode for record editing purposes? 5 1 __

Can your library system import
data in Unicode? 5 — 1

Can your library system export
data in Unicode? 4 1 1

implemented Unicode responded to this question with a

list of scripts such as Latin 1 and Arabic that were either

supported, under development, or planned for the future.
Most companies do not plan to support all of the scripts
in the world, but are concentrating on the ones that their
customers need. If you are a customer of a company that
has implemented Unicode and want to take advantage of
this capability, it is important for you to know which

scripts are currently supported or will be supported in
the future.

The last two questions on the survey inquired about
the reasons companies decided to implement or not

implement the Unicode standard. Companies in this

extremely specialized and competitive area of business
have to respond to global markets. Most answers cen-

tered around market forces that are driving the imple-
mentation, either responding to existing customer needs
or expanding their business to other countries where pop-
ulations use a variety of languages. One company
emphasized that the increase in Chinese-speaking peo-
pies in Australia influenced their decision to move to

Unicode. Similar population migrations are happening
around the globe, such as increasing populations of

Spanish-speaking and Asian peoples in the United States.

Companies respond to growth of multiple languages
within their own country to better serve their existing
customers as well as market to libraries in other coun-
tries. Another company mentioned that as soon as fonts
and Web browsers that supported Unicode became avail-
able, it became feasible to provide multiple language sup-
port on one client PC, instead of using special terminals
and software. Yet another company moved toward
Unicode compliance because of their experience with for-

eign language publishing products that use SGML and
XML, which use the Unicode character set. At first, they
mapped their existing character sets to Unicode but even-
tually moved to a full native implementation. As more

businesses and products begin to comply with the
Unicode standard, compatibility for record exchange will
accelerate the rate of Unicode implementation.

Table 6. Sorting, Indexing, and Searching Using Unicode

Yes No

Table 5. Transformation Formats

UTF-8 UTF-16 UTF-32

Which transformation formats
does your library system support? 6 3 2

Does the library system use Unicode to
sort any scripts? 3 3

Does the library system use Unicode to
index any scripts? 5 1

Does the library system use Unicode to
provide searching on any scripts? 6 0
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I Conclusion

Library system vendors have taken an active interest in
Unicode and, with the exception of one company, all of
the companies responding to the survey had either imple-
mented Unicode or had plans to implement Unicode by
the end of 2003. A number of factors have come together
in recent years to contribute to the ease with which a

company and a library can take advantage of Unicode.
MARC 21 specifications now include support for the use

of Universal Coded Character Set (ISO/IEC 10646) for
exchange of MARC 21 records. Mappings to Unicode
from MARC character sets have been completed. Web
browsers now include support for Unicode. Unicode
fonts that include many more characters are now avail-
able. The newer operating systems include support for
Unicode, and some include input method editors, which
allow the user to input characters in the native scripts of
various languages.

However, companies are at different stages of devel-
opment. Key questions for customers of companies that
have implemented or plan to implement the standard are

centered around which scripts have been implemented.
Most library system vendors are implementing Unicode
on a language-by-language basis to meet customer needs.
Libraries will want to question vendors carefully about
which scripts are supported. For example, vendors may
implement support for Arabic, but this doesn't necessar-

ily mean they include support for the additional extended
Arabic characters used in such languages as Persian.

Another key question would be how sorting of particular
languages is handled. Because sorting can be tricky
depending on the language, it would be beneficial to be

able to examine another customer's site that is using
Unicode to see how the characters sort. If the library
needs to import and export records in Unicode, they must
ask their company if that is possible and which encoding
formats are supported.

Although it has been more than a decade since the

Unicode standard was first developed, Unicode imple-
mentation has only been gaining momentum in recent

years. Many factors have come together to make it easier
to take advantage of Unicode. For companies that pro-
duce library systems, these and other forces are moving
this process along. Competition in this small industry has
pushed companies to market their systems in other coun-
tries. To compete in global markets, companies must be

able to support multiple languages in their system.
Companies have also responded to customer needs in
their own country, where population migrations have
caused other languages to become prevalent. Although
by itself Unicode is not a complete solution for language
support in library systems, it is certainly a foundation on

which to build and will make development for multiple
languages much easier.
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Communications

A Resource

Description Device
Used for More
Efficient Library
Services

Markos Dendrinos and
Stelios Bakamidis

A special portable device designed for
retrieving concise library resource descrip-
tions by the user, is presented in this arti-
cle. The device reads a bar code attached to

the back of the resource and searchesfor the
corresponding information stored in a non-

volatile, rewritable memory. The informa-
tion retrieved by the device can also be used
in the loaning process. Resource descrip-
tions can be simultaneously visual and
dictated through a speech synthesizer, con-
stituting a valuable tool for individuals
with special needs, including the deaf and
blind.

This article discusses a device

designed to provide a concise descrip-
tion of each resource located in a cer-

tain section of a library. Description
information is retrieved through the

reading of a unique bar code attached
to the back of each resource. This
information can also be used for

automating the loaning process, since
the elements of the resource are

already recorded and the only infor-
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mation to be added are the elements
of the user and the loan and delivery
dates. Resource descriptions can be

simultaneously visual and dictated

through a speech synthesizer, consti-
tuting a valuable tool for individuals
with special needs, such as the deaf or
blind.

What must be stressed here is the

great importance of such a system for

visually impaired persons. IFLA's
Section of Libraries for the Blind (SLB)
was established in 1983 as a forum for
libraries for the blind. SLB participates
in the annual IFLA conference and
also in a biannual IFLA preconference
for the section. The 2001 preconfer-
ence, which took place in Washington,
D.C., focused on increased informa-
tion choices through Web-based tech-

nologies, future library services for
blind students, digital delivery for the
blind, and mainstreaming library
services for blind and print-disabled
users. 1

Despite growing technological
developments in the information and
communications area, only a small

percentage of documents are actually
made available to the blind in acces-

sible formats, which include speech
output, braille output, tactile devices,
or even simple adjustments to a

browser.2

Integration of blind and visually
impaired persons into schools, uni-
versities, and training centers is

being considered through projects
such as BrailleNet.3 BrailleNet con-
cerns Internet document delivery
and aims to achieve integration
through Web-accessible assistive
technologies and teaching materials.
The delivery of these special books is
further enabled through cooperation
with publishers, adaptation centers,
and printing centers.

National Library Service for the
Blind and Physically Handicapped
(NLS), Library of Congress, is making
use of the Internet to deliver a num-
ber of its services.4 A continuously
growing number of Web-Braille titles
(currently 3,800 titles) has been made
available to 1,500 users.

Speech input/output through
speech recognition/synthesis is the
most user-friendly interface for offer-
ing information in the case of visual
inefficiencies, contributing greatly to

a more efficient interoperability of
the previously mentioned initiatives.

Presentation of the
Operations of the
Resource Description
Device

The library is organized in a series of
thematic sections. Each section con-

sists of a number of resources, such as

books, serials, images, videos, audio,
and maps. Each resource is described

through certain bibliographic fields

along with a summary text. The
whole description is stored in a spe-
cial bibliographic database, allowing
any field to be retrieved through tools
included in related management soft-
ware packages. Each library section is
to be related to a certain device. This
infrared device will be connected to

the computer server with the men-

tioned database. In this way the
resource descriptions corresponding
to a section can be downloaded and
stored in the device's nonvolatile,
rewritable memory. Obviously, these
data can be changed or deleted, fol-
lowing relative modifications in the
real world state.

The library user can get the device
from the information desk and go to
the part of the section he or she is
interested in. As the device is passed
over the back of each resource, the

unique bar code attached to the
resource will trigger the device's sen-

sor, which will retrieve the relative
part of the memory containing the
resource description. The retrieved
information will be displayed in a

low-energy-consumption LCD dis-

play and at the same time dictated
through a speech synthesizer. The
visual part is of great importance for

persons with acoustic problems,
while the acoustic part is greatly sup-
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portive for persons with visual prob-
lems (see figure 1).

Speech synthesis preprocess
includes an automatic language detec-
tion and routing module followed by
a multilingual text-to-speech (TTS)
module. TTS is based on specific rules
dependent on the certain language.
The system is to operate with all the
official European Union (EU) lan-

guages. The inclusion of Greek in such
a system is of national strategic
importance, aiming at the equal lin-
guistic participation of EU partners
independently of the corresponding
populations. The speech synthesizer
is described below.

Lastly, the device is to be equipped
with all necessary navigation, control,
and scroll buttons as well as an

acoustic and visual help guide, offer-
ing an additive value in the cases of
blind and deaf people.

After the user is informed about
the resource, he can get the resource

to read visually or acoustically
(through ear phones) in an area of the

library. Another alternative is to loan
the resource. All the information

already retrieved by the description
device can be integrated with the ele-
ments of the borrower, the loan date,
and the delivery date, thus creating a

fulfilling of each loan action.

The Speech
Synthesizer
A number of commercial and labora-

tory prototype systems have been

presented for text-to-speech (TTS)
synthesis. The majority of them are

based on one of the three most popu-
lar paradigms:
■ Rule-based speech synthesis.5
■ Speech synthesis based on time-

domain techniques. 6
■ Speech synthesis based on artic-

ulatory models of the human

speech production system.
Each method possesses quite dif-

ferent characteristics that renders it

more suitable for specific application
areas. Where speed of execution is
most important, a time-domain tech-

nique is the prime candidate. For

memory-sensitive application envi-

ronments, formant-based techniques
present a distinct advantage.

Modeling the human speech pro-
duction system is a demanding task,
since the incorporated articulatory
models require intense calculations.
This fact severely inhibits the imple-
mentation of articulatory models into
real-world commercial applications.

Time-domain text-to-speech (TD-
TTS) conversion relies on a large
database of prerecorded natural

speech segments that are appropri-
ately concatenated to obtain the

speech transcription of arbitrary text.
7

By employing sophisticated algo-
rithms for seaming the discrete seg-
ments, one can achieve quite natural

synthetic speech.8 Rule-based text-to-

speech conversion (RB-TTS), on the

other hand, models the human speech

Resource

production system more closely,
requiring a more profound examina-
tion and a direct modeling of all the

phenomena involved. A number of

high-quality, state-of-the-art systems
based on RB-TTS have been presented
confirming the value of this method.

Synthetic speech quality, espe-
daily naturalness, is largely depend-
ent on the sophistication of the

prosodic modeling and the prosodic
rules employed. On the other hand,
detailed prosodic implementation
increases substantially the intelligi-
bility of the system even at segmen-
tal levels.

The majority of TTS systems are

based on sentence-level prosody,
which provides various degrees of

intelligibility but hardly any quasi-
natural output from a prosodic and
thus phonetic point of view. The main
directions for improving the natural-
ness of synthetic speech involve

studying the synthetic signal quality
as well as the prosodic modeling of

Figure 1. Structure and Operations of the Resource Description Device
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natural speech. Both aspects are the

subject of intense research activity for
improving the naturalness of syn-
thetic speech.9

Porting an existing speech synthe-
sizer to a different language is a task

requiring language-specific resources.

Focusing to a TD-TTS approach, the
creation of a high-quality speech syn-
thesizer consists of developing an

ensemble of modules for the target
language. These may be divided into
the areas of linguistic processing and

digital signal processing, and are

briefly described as follows:

■ text-to-phoneme module: con-

verting written character com-

plexes into phonemes to be
dictated;

■ segment database: creating a

database of segments (and asso-

ciated corpus) that covers suffi-

ciently the target language;
■ text decomposer: deriving an

algorithm for decomposing text
into segments;

■ prosodic modeling: creating a

prosody generator for the target
language that provides the
desired synthetic speech quality;

■ speech corpus: obtaining an ade-

quate corpus of prerecorded utter-
ances, which will provide the
basis for defining speech seg-
ments in various environments to
be concatenated during synthesis;

■ synthesis algorithms: designing
the algorithms that join the seg-
ments so as to generate the syn-
thetic speech signal.

■ unit selection: providing multi-

pie instances of each segment
possessing different prosodic
properties in the database to

improve the speech quality. An
algorithm is then used to select

the unit that most closely resem-

bles the prosodic characteristics
dictated by the model, thus mini-
mizing the audible mismatches.10

Conclusions

The propose device is an economic
and realizable means for facilitating
the library services offered to users,

especially users with special needs.
An efficient process for both inform-

ing users about resource contents
and loaning is accomplished through
a device available in the library desk.
The design of the device ensures low

energy consumption. It must also be
stressed that such a device con-

tributes to the maintenance of the
resources, especially the books, as

there is no need to remove them for

browsing from the shelf, since the
client takes all the necessary informa-
tion from the bar code attached to the
back of the resource.
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Since this column will appear in the
December issue, following is a trio of
useful applications suitable for holi-

day gifts for yourself and others.

They all have the advantage of being
free or inexpensive.

TightVNC is a popular remote

control program that makes it possi-
ble to use a computer at another loca-
tion as though you are sitting in front
of it. WinSCP is a file transfer applica-
tion that uses the Secure Copy
Protocol. All data are encrypted so

that you don't have to worry about

your files and passwords passing
over the network in clear text and

being vulnerable to snooping. Finally,
Mailbag Assistant makes it easy to

manage all that e-mail that you've got
piling up on your hard drive.

TightVNC 1.2.6

Constantin Kaplinsky
E-mail: const@ce.cctpu.edu.ru
www.tightvnc.com

Price: free
System requirements: Windows 95, 98,

NT, 2000, XP, or ME; Unix/Linux (various
versions)

You're at home, or maybe you're at a

conference. Wherever you are, you'd
like to use that computer back in

your office where your files and your
software are. With TightVNC you can

remotely control your office PC, or
any other PC, from wherever you
happen to be, as long as you have a

computer handy.
TightVNC is one of a family of

products, all based upon Virtual
Network Computing (VNC), which
was developed at AT&T Laboratories
in Cambridge, England. To quote
from AT&T's Web site, VNC is "a
remote display system which allows

you to view a computing 'desktop'
environment not only on the machine
where it is running, but from any-
where on the Internet and from a wide

variety of machine architectures."
What this means is that you can have

a PC running Windows in your office,
and you can use your Macintosh at

home or a Linux machine at your
friend's house to view and control the
PC back in your office.

TightVNC is available for Win-

dows, Unix, and Java. If you use

Google (www.google.com) to search
for "VNC," you'll quickly turn up
members of the family that support
other operating systems. Interestingly,
there are even versions of VNC for the
Palm OS and for the Pocket PC. This
review refers to the Windows version,
which was used on PCs running
Windows NT, 2000, and XP.

The installer can be downloaded
from the TightVNC Web site at

www.tightvnc.com. The installation
is quick and uncomplicated. All you
need to do is run the installer and

accept all the default values that are
offered. During the installation, a new
folder is added to the Windows Start
menu. One of the items in the folder is
for installing TightVNC as a service.
You'll want to do that if the machine
is the one you want to control

remotely. Installing the TightVNC
service means that it is automatically
loaded at every system start. That's
useful in case the computer gets
restarted while you are away, other-
wise you wouldn't be able to connect

to it until someone logs in and manu-

ally starts the TightVNC server. Of

course, in order to control a computer
remotely, you need to have VNC
installed on a second one.

I use TightVNC on my office and

home PCs. Usually I want to connect

to my office PC from home, so I keep
the VNC server running on the office
PC and use the viewer on the home

PC to make the connection. I'm fortu-

nate enough to have a cable modem
at home, so the PC there is online all

the time, just like the office PC. I keep
the VNC server running on my home
machine in case I want to connect to

it from the office.
You might wonder how you can

use VNC from a machine that you
don't own, if you're at a conference,
for example. I installed TightVNC on

a PC at a recent ALA conference
without any difficulties. Making a

connection to my office PC worked
fine. However, there's an even easier

way to connect to a remote machine.

Conveniently, TightVNC includes an

HTTP server, which can be disabled
if you wish. You don't actually need
to have VNC installed to control a

remote machine—all you need is a

Java-enabled Web browser. Thus,
using nothing more than Netscape, I
was able to control my office PC
from a PC at an ALA conference. The

only difficulty I ran into using the
Web browser method was an occa-

sional disconnection from my office
PC. It was easy to reconnect and
resume what I was doing exactly as I
had left it.

TightVNC gets its name from a

type of encoding it uses. The tight
encoding is optimized for slower con-
nections, making TightVNC a good
choice for use with dial-up modem
connections. You don't have to use

tight encoding. In fact, you can

choose from among several types of

encoding and compression methods.
It's worth experimenting with differ-
ent settings to tweak performance
and image quality. By default, tight
encoding uses a high degree of graph-
ics compression so that less data has
to pass over the network. I've found
that high compression produces a

perfectly acceptable image quality. If
you demand that colors and clarity be
exactly as on the remote monitor, you
can use lower compression or disable
compression, at the expense of per-
formance.

Using TightVNC to connect to a

remote machine is simple. From the
Windows Start menu, you select

TightVNC Viewer, and fill in the dia-

log box with the host name or IP
address of the remote machine. You
can also select specific encoding and

compression settings and various
other options. Then click the OK but-
ton to make the connection. The
remote machine will prompt you for
a password that you should have set

after installing the software on the
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remote machine. Without setting a

password, anybody could connect to

your machine and use it. Depending
upon network speed and the options
you select, you'll see the remote

screen almost instantaneously or

after a few seconds. At this point, you
can use the remote machine exactly
as though you were sitting directly in
front of it.

If you frequently connect to the
same machine using the same set-

tings, you can save all the connection
information. While the connection is

active, you right click on the

TightVNC button on the Windows
Task Bar. One of the options on the

pop-up menu is to save the connec-

tion information. Selecting it will
save all the information to a file.

Subsequently, you can double click
on the file to start a new connection

using all the saved settings.
TightVNC has a couple of features

that I find particularly convenient.
The screen area of my office PC is set

at 1600x1200 pixels, but my home PC
is set at 1280x1024 pixels. When I con-
nect from home to office, the remote

screen is too large to fit entirely on the
local screen. Moving the mouse cursor
to any edge of the screen scrolls the
view in that direction, so I don't have
to use scroll bars or press keys. What I
like even better is that I can scale the
remote screen so that it will fit entirely
on my local screen. This feature is
labeled as experimental, but it has
worked well for me. I used a scaling of
three-quarters and was surprised that
the text on the remote screen was still

very legible. Also handy is the fact
that anything I copy to the clipboard
of the remote machine can be pasted
into a local document.

One thing that is slightly incon-
venient about TightVNC is the inabil-

ity to use the local keyboard to send a

Ctrl-Alt-Del to the remote machine. To
do that, you have to right click on the

TightVNC button on the Windows
Task Bar and then select Send Ctl-Alt-
Del from the pop-up menu. A feature
that I would like to see added to

TightVNC is to be able to access the

remote machine's file system so that I
can copy files directly between the
remote and local machines. For now,

you can always connect to the remote
machine and transfer any files to an

intermediate location that both
machines can access, using FTP, for
example. A toolbar for common func-
tions would also be useful, and appar-
ently is planned for a future release.

It's important to remember that

installing software of this type can

expose your computer to security
risks. Talk to your IT or network sup-
port staff to be sure that it is installed
and configured properly.

WinSCP 2.0 Beta

Martin Prikryl
martin.prikryl@seznam.cz
http://winscp.vse.cz/

Price: free
System requirements: Windows 95, 98,

NT, 2000, XP, or ME; SSH serverfor remote
connection

Organizations are becoming increas-

ingly conscious of security. Instead of
Telnet and FTP, Secure SHell (SSH) is
becoming increasingly common. If

you want to transfer files, this can be

something of a problem since Secure

CoPy (SCP) clients, which use SSH,
aren't as numerous as FTP clients.
Most Web browsers will let you
download files by FTP, and Netscape
Communicator and Internet Explorer
will even let you upload files by FTP.
But what if your files are on a secure

server? Your organization probably
provides your work computer with an

SSH client, but if you are at home or

elsewhere you'll need an SCP client to
transfer files. WinSCP is just the thing.

You can download WinSCP from
the author's Web site at http://
winscp.vse.cz. No installation is neces-

sary. There's a single executable file
that you can run immediately after

downloading. An older version does
have an installer, if you are so inclined.

After starting WinSCP, you'll get
a dialog box with several tabs for var-
ious options (see figure 1). Since the
default options worked when I con-
nected to my server, I didn't change
most of them. In the Basic tab, you fill
in the host name you want to connect
to, your user name, and your pass-
word. You can select from one of two
interface styles. One style is similar to
the Norton Commander with two

panels, one for local files and the
other for remote files. The other inter-
face choice resembles the single-
panel Windows Explorer, showing
only the remote files (see figure 2). If
you plan on using this connection

again, you can store the session set-

tings for future use.

WinSCP has a drag-and-drop
interface, so you can use it almost

exactly as you would Windows

Explorer. Dragging any file from the
remote panel to a local panel will
copy the file locally. Dragging a local
file to the remote panel will copy it to
the server. Right clicking on a file will
let you copy, move, rename, or delete
it. You can even have two or more

WinSCP sessions running simultane-

ously to different servers and copy
files between them.

WinSCP support SSH1 and SSH2,
and authentication can be done either

BBSS JU-Si
Directories | She8 j Logging | Interface

Stored sessions f - "Basic"
"

Advanced

Host name Poft number

| |22 jgj
yser name Password

Private key fie

r 3

flbout... | | L.-ig-i-: ~| Close

Figure 1. WinSCP Login Dialog Box
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Figure 2. WinSCP Connected to Server Using Windows Explorer Style

by using a user name and password
or by using an RSA key. The author's
Web site includes a utility that you
can use to generate an RSA key file.
The program supports DES, 3DES,
and Blowfish encryption and also

support compression.
Even though WinSCP 2.0 is

advertised as being a beta version, it
has worked without any problems
for me. For those uncomfortable

using beta software, version 1.0 is
also available from the Web site.

Mailbag Assistant 3.0

Fookes Software
Av. Eugene-Pittard 22 Ter
CH - 1206 Geneva
Switzerland
+41/22-789 58 44
E-mail: sales@fookes.com
www.fookes.com

Price: $29.95
System requirements: Windows 9x,

2000, NT4, Me, or XP operating system;
16 MB of RAM (32 MB for NT), 32 MB

recommended; approximately 4 MB offree
disk space, 8 MB recommended; Intel® 486

or greater processor

Do you get a lot of e-mail, and worse,
do you never delete any of it? If

you've saved every e-mail you have
ever received, or if you just need to

manipulate your e-mail efficiently,
Mailbag Assistant may be exactly the
thing you need.

Mailbag Assistant can open mail-

boxes (e-mail files) from about a dozen
different programs, including Agent,
Calypso, Eudora, Foxmail, Netscape,
Netscape 6, Outlook Express, Pegasus,
and more. Oddly, perhaps, it can't

open Outlook mailboxes, but the help
file does mention that Outlook

Express can import Outlook mail-

boxes and then Mailbag Assistant can

open the imported mailboxes. You can

open one or many mailboxes simulta-

neously, even if they are from different

programs. Mailbag Assistant doesn't

change anything in the original mail-
boxes, so there's no danger that your
e-mail program will no longer work
with them.

The first time you start Mailbag
Assistant, you'll get a wizard to help

you select your mailboxes. The first

page of the wizard asks you what

type of mailbox you want to open.
The next page asks you to locate the
mailboxes and whether you want to

open all of them or just specific ones.

The third page of the wizard lets you
specify search criteria if you want to

open only messages containing par-
ticular text or dates. The final page of
the wizard asks whether you want to

perform any specific tasks with the

messages that will be opened. You
can opt to do nothing, to sort the

messages into groups, to make an

archive, or to export them into vari-
ous formats. If you choose to do

nothing, a list of the messages is dis-

played in a view probably much like
your own e-mail program uses. The

display uses two panels, the upper
one for the list of messages and the
lower one to show the selected mes-

sage (see figure 3).
The upper panel actually consists

of several tabbed views, one of
which, Grid View-Main, is the list of

messages. The Message Header view
lets you see the raw message header,
and the Message Body view lets you
see just the body of the message.
These views can be handy if you
want, for example, to clip just certain
parts of many messages. If you right
click in the Message Body view and
select Copy to Output, the message
body will be copied into a new

tabbed view labeled Output View,
which acts as a clipboard. Each time

you select Copy to Output, the new

text is appended to what is already
there. Ultimately, you can copy what-
ever you have in the Output View
into another application or you can

print it.
Within Grid View-Main there are

several ways to manipulate the mes-

sages. As you review the messages,
you can transfer any of them to a sub-
set view to keep them separate from
the main list. A useful option is the

ability to extract attachments from

messages and save them separately.
From the menu you can also extract
HTML pages and lists of e-mail
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Figure 3. Mailbag Main Display with Two Panels

addresses from messages. Messages
can be sorted in several ways, includ-

ing by subject, domain (e.g., yahoo,
com), or mailbox name.

Mailbag Assistant has powerful
capabilities for searching and filter-
ing messages, including Boolean
operators and options such as date

ranges, regular expressions, and
Soundex. One notable feature is its

ability to interact with your own e-

mail client. Double clicking on an e-

mail address in a message header
will open your e-mail client to com-

pose a message to that address.
There's also a button on the toolbar
that let's you reply to or resend the

message, again by calling your own
e-mail client. Mailbag Assistant has a

built-in scripting language that can
be used to extend its functionality.
Several scripts are included. One of
them converts messages to individ-
ual HTML files and creates an index

page to them, useful if you'd want to
archive batches of messages on a

Web site.

Mailbag Assistant is rather like a

Swiss army knife for e-mail manage-
ment. There's something here for

everyone and a there is a tool for just
about any conceivable task. As
much as it can do, I found that it was

easy to use. After a little tinkering, I
quickly became comfortable with it,
although learning its advanced tea-
tures, such as scripting, will take a

little time and practice. The program
can be downloaded from the com-

pany's Web site for a thirty-day trial
at www.fookes.com/mailbag.
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Simplify Web Site Management is your guide to three techniques for managing
your Web site: Server-Side Includes (SSI), Cascading Style Sheets (CSS), and Perl.
Get started quickly with step-by-step instructions for implementation and

examples of how these tools can be used in an actual library environment.
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In the information technology world, Open Source Software (OSS) is growing in

importance and influence. This guide introduces the reader to OSS and how it
could benefit libraries, and illustrates this with a variety of library projects that
have both used and developed Open Source Software. Includes practical
information on installation of the osftware and links to additional resources.
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Web sites have become portals to library information, resources and services and
librarians spend a great deal of time creating, developing and maintaining these
Web sites. However, can library users use these Web sites and can they find what
they need? It is time to start determining whether library users can successfully
use these Web sites. Usability assessment can help answer these questions.
Usability assessment is a collection of methods that analyze how users interact
with a system, like a Web site, to see how user-friendly and usable the system is.
This text includes brief descriptions and examples of many usability methods.
More importantly, it also includes eight case studies of libraries that have
conducted usability studies of their Web sites.
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BY DAVID WARD

2000. 60p. ISBN 0-8389-8108-9 $20 (LITA Members $18.00)

Surveys help evaluate user services, rate different library programs, facilitate
needs assessments, aid faculty research, and more. Posting surveys to the Web
provides an easy and convenient way to reach intended audiences, centralizes
data collection and gives librarians greater control over analyzing and reporting
results. This guide shows how to create robust Web-based surveys, and then
gather and assimilate their data for use in common database and spreadsheet
programs. The author has applied the techniques described in his own work and
has designed both commercial and academic Web sites.

Publications
Library & Information Technology Association
a division of the American LAbrary Association

LITA


